
PREFACE

Regression analysis has become one of the most widely used statistical tools for
analyzing multifactor data. It is appealing because it provides a conceptually
simple method for investigating functional relationships among variables. The
standard approach in regression analysis is to take data, fit a model, and then
evaluate the fit using statistics such ast, F ,andR2. Our approach is much broader.
We view regression analysis as a set of data analytic techniques that examine the
interrelationships among a given set of variables. The emphasis is not on formal
statistical tests and probability calculations. We argue for an informal analysis
directed towards uncovering patterns in the data.

We utilize most standard and some not so standard summary statistics on the
basis of their intuitive appeal. We rely heavily on graphical representations of the
data, and employ many variations of plots of regression residuals. We are not overly
concerned with precise probability evaluations. Graphical methods for exploring
residuals can suggest model deficiencies or point to troublesome observations.
Upon further investigation into their origin, the troublesome observations often
turn out to be more informative than the well-behaved observations. We notice
often that more information is obtained from a quick examination of a plot of
residuals than from a formal test of statistical significance of some limited null-
hypothesis. In short, the presentation in the chapters of this book is guidedby the
principles and concepts of exploratory data analysis.

Our presentation of the various concepts and techniques of regressionanalysis
relies on carefully developed examples. In each example, we have isolatedone
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or two techniques and discussed them in some detail. The data were chosen to
highlight the techniques being presented. Although when analyzing a given set of
data it is usually necessary to employ many techniques, we have tried to choose the
various data sets so that it would not be necessary to discuss the same technique
more than once. Our hope is that after working through the book, the reader will be
ready and able to analyze his/her data methodically, thoroughly, and confidently.

The emphasis in this book is on the analysis of data rather than on formulas,
tests of hypotheses, or confidence intervals. Therefore no attempt hasbeen made
to derive the techniques. Techniques are described, the required assumptions are
given, and finally, the success of the technique in the particular example is assessed.
Although derivations of the techniques are not included, we have tried to refer the
reader in each case to sources in which such discussion is available. Ourhope is
that some of these sources will be followed up by the reader who wants a more
thorough grounding in theory.

We have taken for granted the availability of a computer and a statistical package.
Recently there has been a qualitative change in the analysis of linear models,from
model fitting to model building, from overall tests to clinical examinations of
data, from macroscopic to the microscopic analysis. To do this kind of analysis
a computer is essential and we have assumed its availability. Almost all of the
analyses we use are now available in software packages. We are particularly
heartened by the arrival of the packageR, available on the Internet under the
General Public License (GPL). The package has excellent computing and graphical
features. It is also free!

The material presented is intended for anyone who is involved in analyzing data.
The book should be helpful to those who have some knowledge of the basicconcepts
of statistics. In the university, it could be used as a text for a course on regression
analysis for students whose specialization is not statistics, but, who nevertheless,
use regression analysis quite extensively in their work. For students whose major
emphasis is statistics, and who take a course on regression analysis from abook
at the level of Rao (1973), Seber (1977), or Sen and Srivastava (1990), this book
can be used to balance and complement the theoretical aspects of the subject with
practical applications. Outside the university, this book can be profitably used
by those people whose present approach to analyzing multifactor data consists of
looking at standard computer output (t, F, R2, standard errors, etc.), but who want
to go beyond these summaries for a more thorough analysis.

The book has a Web site:http://www.ilr.cornell.edu/˜hadi/RABE4. This Web
site contains, among other things, all the data sets that are included in this bookand
more.

Several new topics have been introduced in this edition. The discussion in Section
2.10 about the regression line through the origin has been considerably expanded. In
the chapter on variable selection (Chapter 11), we introduce information measures
and illustrate their use. The information criteria help in variable selection by
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balancing the conflicting requirements of accuracy and complexity. It is a useful
tool for arriving at parsimonious models.

The chapter on logistic regression (Chapter 12) has been considerablyexpanded.
This reflects the increased use of the logit models in statistical analysis. In addition
to binary logistic regression, we have now included a discussion of multinomial
logistic regression. This extends the application of logistic regression to more
diverse situations. The categories in some multinomial are ordered, for example in
attitude surveys. We also discuss the application of the logistic model to ordered
response variable.

A new chapter titled Further Topics (Chapter 13) has been added to this edition.
This chapter is intended to be an introduction to a more advanced study of regression
analysis. The topics discussed are generalized linear models (GLM) and robust
regression. We introduce the concept of GLM and discuss how the linearregression
and logistic regression models can be regarded as special cases from alarge family
of linear models. This provides a unifying view of linear models. We discuss
Poisson regression in the context of GLM, and its use for modeling count data.

We have attempted to write a book for a group of readers with diverse back-
grounds. We have also tried to put emphasis on the art of data analysis rather than
on the development of statistical theory.

We are fortunate to have had assistance and encouragement from several friends,
colleagues, and associates. Some of our colleagues at New York University and
Cornell University have used portions of the material in their courses andhave
shared with us their comments and comments of their students. Special thanks
are due to our friend and former colleague Jeffrey Simonoff (New YorkUniver-
sity) for comments, suggestions, and general help. The students in our classes on
regression analysis have all contributed by asking penetrating questionsand de-
manding meaningful and understandable answers. Our special thanks go to Nedret
Billor (Cukurova University, Turkey) and Sahar El-Sheneity (CornellUniversity)
for their very careful reading of an earlier edition of this book. We also thank Amy
Hendrickson for preparing the Latex style files and for responding to our Latex
questions, and Dean Gonzalez for help with the production of some of the figures.
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