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Abstract—We consider the design of space-time codes for multiple-input multiple-output multicast communication systems with two classes of receivers. The first class comprises high-resolution (HR) receivers which have access to reliable channel state information (CSI) and can perform coherent detection, and the second class comprises low-resolution (LR) receivers which do not have access to CSI and can only perform non-coherent detection. We propose a layered encoding structure in which LR information available to both classes of receivers is encoded using Grassmannian constellations, and an incremental component, which is available only to the HR receivers, is encoded in the particular bases of the transmitted Grassmannian constellation points, thereby giving rise to constellations on the Stiefel manifold. The proposed structure enables reliable coherent communication of the HR information without compromising the reliability with which the basic LR information is non-coherently communicated. To effect rate-efficient communication of the incremental, HR layer, we use optimization methods on the Stiefel manifold to develop a novel technique for designing the unitary constellations directly. This approach alleviates the restriction imposed by traditional techniques in which unitary space-time codes are constructed from scalar constellations. As such, this approach enables better control of the distance spectrum of the constellations and more effective utilization of the degrees of freedom that underlie the Stiefel manifold. For the LR receivers, we use maximum likelihood detection, whereas for the HR receivers, we develop a computationally-efficient two-step sequential detector which detects the LR information prior to detecting the incremental component superimposed on it. The detectors and the layered structure with the aforementioned constellations enable full diversity and maximum degrees of freedom to be achieved on the Grassmann and Stiefel manifolds.

I. INTRODUCTION

The multiple-input multiple-output (MIMO) architecture and its massive variant are likely to prevail in future wireless networks that aim at achieving high spectral efficiencies within tightly restricted bandwidths [1]–[6]. Effective utilization of this architecture depends on the accuracy of the available channel state information (CSI). For instance, when reliable CSI is available at the receiver, the communication channel operates in a coherent mode, whereas when no CSI is available at the receiver, the channel operates in a non-coherent mode [7]–[10]. The coherent mode usually arises in low-mobility communication scenarios in which the channel exhibits slow variations and the resources expended by the transmitter to send pilot symbols to assist the receiver in acquiring accurate CSI are negligible. In contrast with its coherent counterpart, the non-coherent mode arises in communication scenarios with fast, and possibly abrupt, channel variations. Such situations arise in high-mobility communication scenarios, wherein a user might be served by various base stations during consecutive time blocks. In those scenarios, the resources expended in order for the receiver to acquire accurate CSI cannot be ignored and their effect must be taken into consideration.

In addition to the point-to-point case, another communication scenario that arises in practice is the multicast one. Such a scenario was considered in the context of beamforming and transmit optimization in e.g., [11]–[14]. In this scenario, one transmitter wishes to send a common message to multiple receivers. However, the receivers might experience disparate channel conditions; some receivers might be able to acquire accurate CSI and subsequently operate in the coherent mode, other receivers may not have this luxury and are therefore restricted to operate in the non-coherent mode [15]–[17]. Such scenarios arise in digital video broadcasting and in the prospective paradigms of Internet-of-Things and vehicle-to-vehicle (V2V) communications. For instance, in V2V communications, vehicles traveling at small relative velocities can communicate more detailed information than those traveling at higher ones. Multicasting schemes for such scenarios have been considered in [18] and [19] but without a non-coherent component.

In contrast with [18] and [19], in the framework considered herein, the transmitter adopts a layered architecture, whereby information to be transmitted is partitioned into basic low-resolution (LR) information that is communicated to all receivers and incremental high-resolution (HR) information that is communicated only to those privileged receivers that have...
access to accurate CSI\(^1\). Comparisons between the cases of coherent and non-coherent MIMO communications were considered in [15] and [16], but without considering the simultaneous multicasting framework considered herein. The focus in [15] and [16] was on investigating the communications degrees of freedom, rather than on providing explicit constructions that achieve them. In contrast, herein we provide explicit designs that enable space-time block codes to operate in a multilayer (multi-resolution) multicasting setup, first introduced in [17]. We analyze the degrees of freedom achieved by these designs and provide performance comparisons between them.

Communicating effectively and simultaneously to HR coherent and LR non-coherent receivers constitutes conflicting goals. To see that, we note that the capacity-achieving signals for the coherent receivers are in the form of Gaussian distributed signals [20], which for practical considerations, are usually replaced by unitarily-structured ones [2]. In contrast, capacity-achieving signals for non-coherent receivers possess an intricate structure, which constitutes the product of (tall) unitary matrices and diagonal matrices with non-negative entries [21]–[23]. This structure reduces to unitary matrices that span distinct subspaces when the signal-to-noise ratio (SNR) is asymptotically high and the coherence time of the channel, normalized to the symbol duration, equals at least the sum of the number of transmit and receive antennas. The set of such unitary matrices is known as the Grassmann manifold. This manifold possesses desirable properties which will enable us to mitigate the conflict arising from the fundamental difference between the signals that achieve capacity in coherent and non-coherent scenarios. The key feature of the Grassmann manifold is that each point on it can be represented by an equivalence class of unitary matrices, and each such class contains those unitary matrices that span the same subspace.

The design of high-SNR capacity-achieving non-coherent codes is equivalent to subspace packing on the Grassmannian manifold. See, e.g., [24] for packings on real Grassmannian manifolds and [7], [25]–[29] for several packing techniques on the complex Grassmann manifolds.

In this paper, we use capacity-achieving Grassmannian constellations to communicate the LR information to the non-coherent receivers, and square unitary constellations to communicate the HR information to the coherent receivers\(^2\). Simultaneous communication of both types of information is achieved by right-multiplying points from the Grassmannian constellation with points from the unitary one. Such a multiplication rotates the bases, but preserves the subspace spanned by the Grassmannian constellation point. With this construction, the resulting unitary matrices represent points on the Stiefel manifold, and a coherent receiver will be able to detect the HR information encoded by points on this manifold, whereas a non-coherent receiver will only be able to detect the LR information encoded by points on the underlying Grassmann manifold. Restricting the matrices used to communicate the HR information to be unitary does not achieve the coherent capacity but enables the non-coherent one to be achieved.

Effective realization of the proposed multi-resolution signalling scheme requires the design of Grassmannian and unitary constellations with favourable distance properties. Several approaches for designing arbitrary Grassmannian constellations are available, see e.g., [7], [8]. However, square unitary constellations are only available for specific cardinalities [30] and dimensions [31]. To overcome this difficulty, in this paper we use generic optimization methods [32], [33] to design unitarily-constrained constellations directly using a gradient descent algorithm over the group of square unitary matrices. To do so, we obtain expressions for the design objectives, the gradients and their projections on the unitary group. We will show that the resulting constellations together with the Grassmannian ones achieve the maximum degrees of freedom for the coherent HR channels with unitarily-constrained input signals. Finally, we develop a two-step detector, which, in addition to its computational efficiency, enables us to show that the proposed layered structure allows full diversity to be achieved by both the LR and HR receivers.

Our contributions are summarized in the following points.

- We proposed the only available method that uses the unitary invariance of the Grassmann manifold for simultaneous multicasting of multi-resolution information to two classes of receivers, coherent and non-coherent ones.
- We developed a generic approach of designing square unitary matrices with arbitrary cardinalities and dimensions. This approach yields constellations with distance properties that are more favorable than those of their existing counterparts.
- We developed a novel two-step detector that achieves the same diversity order as its optimal one-step counterpart but with a significantly less computational complexity.

The paper is organized as follows. Section II presents background material, the system model and the proposed signaling structure. In Section III, we develop a computationally-efficient two-step coherent detector that achieves full diversity. The degrees of freedom achieved by the proposed signaling structure are analyzed in this section. Design techniques for constellations on the group of unitary matrices are presented in Section IV. Simulation results are presented in Section V and conclusions are discussed in Section VI.

II. PRELIMINARIES AND SYSTEM MODEL

In this section we will present preliminaries and the system model considered in the paper.

A. Preliminaries

We begin by providing definitions needed for describing the proposed signaling scheme. (See e.g., [34] for more background on the unitary group, the Grassmann and the Stiefel manifolds.)

**Definition 1:** The unitary group, \( U_M \), is the set of square matrices in \( \mathbb{C} \), where \( \mathbb{C} \) is the field of complex numbers, which have orthonormal columns and rows. In particular, \( U_M = \{ U \in \mathbb{C}^{M \times M} | U^\dagger U = UU^\dagger = I_M \} \).

\(^1\)Whereas all receivers are assumed to know the channel statistical model perfectly, those that operate non-coherently are assumed to have no information about the instantaneous channel gains.

\(^2\)The HR layer refers to the layer containing incremental information; the HR receivers will decode the LR and HR layers.
where \( I_M \) is the \( M \times M \) identity matrix. \( \square \)

The product of two elements of \( U_M \) is an element of \( U_M \). The number of real dimensions that are spanned by the elements of \( U_M \), \( \dim(U_M) = M^2 \).

A set that is closely related to the unitary group is the Stiefel manifold, which is defined next.

**Definition 2:** The Stiefel manifold, \( S_{T,M} \subset \mathbb{C}^{T \times M} \), is the set of “all” unitary matrices, i.e.,

\[
S_{T,M} = \{ Q \in \mathbb{C}^{T \times M} | Q^HQ = I_M \}, \quad T \geq M.
\]

Since \( T \geq M \), the Stiefel manifold subsumes the unitary group wherein \( T = M \). The number of real dimensions spanned by the elements of \( S_{T,M} \) is given by \( \dim(S_{T,M}) = 2TM - M^2 \).

Left and right multiplication of an element of \( S_{T,M} \) with elements of \( U_T \) and \( U_M \), respectively, yields an element of \( S_{T,M} \). We highlight a key difference between left and right multiplications. When \( T > M \), the columns of a matrix \( Q \in S_{T,M} \) represent the basis of a particular \( M \)-dimensional subspace in \( \mathbb{C}^T \), say \( \mathcal{S}_Q \). It can be readily verified that right multiplication of \( Q \) by an element of \( U_M \) yields another basis for the same subspace, i.e., for any \( U \in U_M \), \( S_{QU} = \mathcal{S}_Q \).

In contrast, left multiplication of \( Q \) by an element of \( U_T \) yields an element of \( S_{T,M} \) that may span a subspace other than the one spanned by \( Q \). The set of all distinct \( M \)-dimensional subspaces in a \( T \)-dimensional subspace is usually referred to as the Grassmann manifold, which we denote by \( G_{T,M} \). The construction of this manifold implies the following definition.

**Definition 3:** The Grassmann manifold is the quotient space \( S_{T,M}/U_M, \ T \geq M \). In particular, let \( \{ Q \} = \{ QP | P \in U_M \} \) be the equivalence class of \( Q \) containing the elements of \( S_{T,M} \) that span the same \( M \)-dimensional subspace. Then, the Grassmann manifold can be defined as

\[
G_{T,M} = \{ \{ Q \} | Q \in S_{T,M} \}.
\]

From this definition, it can be seen that the Grassmann manifold is the disjoint union of matrices that span distinct subspaces. Hence, the number of real dimensions that it spans is

\[
dim(G_{T,M}) = \dim(S_{T,M}) - \dim(U_M) = 2M(T - M).
\]

Since for each \( M \)-dimensional subspace in \( \mathbb{C}^T \), there is a unique \( (T - M) \)-dimensional orthogonal subspace associated with it, it follows that it suffices to restrict attention to the case of \( M \leq \lfloor T/2 \rfloor \) when considering the Grassmann manifold. To see that, we note that the \( M \)-dimensional subspace can be described either by \( M \) \( T \)-dimensional linearly-independent vectors that span it, which gives rise to a \( T \times M \) matrix, or by \( (T - M) \) \( T \)-dimensional linearly-independent vectors that span its null space, which gives rise to a \( (T - M) \times M \) matrix. Since both matrices represent the same geometric object, it suffices to consider the one with fewer columns, i.e., the one with \( \min \{ M, T - M \} \) columns. Now, the value of \( M \) that maximizes \( \min \{ M, T - M \} \) is \( M = \lfloor T/2 \rfloor \). Hence, it suffices to consider values of \( M \leq \lfloor T/2 \rfloor \).

The aforementioned geometric objects will facilitate the description of the proposed signaling scheme. Towards that end, we will make the following definition.

**Definition 4:** Let \( X \) be a random matrix in \( \mathbb{C}^{T \times M} \) with probability density function (pdf), \( p(X) \). Then, \( X \) is isotropically distributed if, for any matrix \( P \in U_T, p(X) = p(PPX) \). \( \square \)

Having provided the mathematical definitions that will be necessary for subsequent developments, we will now describe the model of the system considered in this paper.

**B. System Model**

We consider a multicast MIMO communication system with one transmitter and two classes of receivers operating over block Rayleigh flat-fading channels as shown in Fig. 1. The number of antennas at the transmitter is denoted by \( M \), and the number of antennas at receiver \( i \) is denoted by \( N_i \). The channels are assumed to be constant over a coherence interval of \( T \) consecutive time slots. Using this model, the \( T \times N_i \) received matrix of the \( i \)-th receiver can be expressed as

\[
Y_i = XH_i + \sqrt{\frac{M}{\rho T}} W_i, \quad i \in N_C \cup N_{NC}, \quad (2)
\]

where \( N_C \) and \( N_{NC} \) denote the set of coherent receivers and the set of non-coherent receivers, respectively, \( \rho \) is the SNR, which is assumed identical for all users, \( X \in \mathbb{C}^{T \times M} \) is the transmitted signal matrix, which is assumed to satisfy the power constraint \( \text{Tr}(XXX^H) = M \), and \( H_i \in \mathbb{C}^{M \times N_i} \) and \( W_i \in \mathbb{C}^{T \times N_i} \) are the channel and noise matrices of receiver \( i \), \( i \in N_C \cup N_{NC} \). The elements of \( \{ H_i \} \) and \( \{ W_i \} \) are assumed to be statistically independent identically distributed (i.i.d.) circularly-symmetric zero mean unit variance complex Gaussian random variables. Throughout, the number of receive antennas \( N_i \) of any receiver \( i \in N_C \cup N_{NC} \) is assumed to satisfy \( N_i \geq M \). For notational convenience, we will drop the index \( i \).

Our objective is to develop a layered structure that enables \( X \) to communicate two messages, an LR one containing the basic information intended for all receivers including those without CSI, and an incremental HR message intended for receivers with reliable CSI.

When the SNR is sufficiently high, the capacity of the LR channel of any receiver can be achieved if \( X \) is isotropically distributed on \( G_{T,M}(\mathbb{C}) \), \( N \geq M, T \geq M + N \) and \( M \leq \lfloor T/2 \rfloor \) [23]. Henceforth, these conditions will be assumed to be satisfied.

To comprise the LR and HR components, \( X \) is structured as follows:

\[
X = UA, \quad (3)
\]

where \( U \) is isotropically distributed on \( G_{T,M}(\mathbb{C}) \) and \( A \in \mathbb{C}^{M \times M} \) is isotropically distributed on \( U_M \). Since \( G_{T,M}(\mathbb{C}) \) is invariant under right multiplication by square unitary matrices,

\[1\] In practice, users within the \( N_C \) and \( N_{NC} \) sets will observe different SNRs, and the transmission rate of either the LR or the HR information will be limited by the lowest SNR within each set.
Fig. 1: The multiresolution MIMO multicast system model ($N_i \geq M, \forall i$).

cf. Section II-A, it can be readily seen that the proposed structure ensures that $X$ is isotropically distributed on $G_{T,M}(\mathbb{C})$, and is therefore guaranteed to achieve the high-SNR ergodic capacity of the LR channel. Since each point on $G_{T,M}(\mathbb{C})$ represents an $M$-dimensional subspace, the LR information can be communicated by mapping it to the subspaces spanned by the matrix $U$. This subspace can be recovered non-coherently by the LR receivers which do not have access to any CSI, or coherently by the HR receivers which have access to reliable CSI.

As for the HR information, we note that the structure proposed for $X$ does not endow it with the Gaussian distribution that achieves the capacity of the HR channel. However, this structure has various practical advantages including admitting a computationally efficient detection technique that will be described in Section III-A2. To communicate the HR information, this information is mapped to the matrix $A$, which represents the particular basis of the subspace spanned by $U$ and can be recovered by the HR receivers only, but not by the LR ones.

We will later show that, in addition to admitting efficient detection, restricting $A$ in (3), which represents the incremental HR information, to possess a unitary structure preserves the distance characteristics of the Grassmannian non-coherent constellation. This implies that the performance of the LR (non-coherent) constellation will not be affected by the transmission of the HR information. Also, restricting $A$ to be unitary does not increase the required transmitted power. This implies that the HR (coherent) layer is transparent to the LR (non-coherent) layer and no additional power provisioning is required to maintain the performance of the LR layer.

III. DIVERSITY AND DEGREES-OF-FREEDOM ANALYSIS OF THE LAYERED FRAMEWORK

A. Detectors

In this section, we will present coherent and non-coherent detectors for receivers with and without reliable CSI, respectively. For receivers without CSI, the incremental HR information will be lost and only the LR information can be detected. In contrast, for receivers with reliable CSI, both the LR and the HR information can be detected, and the optimal detector in this case is the conventional maximum likelihood (ML) one. Despite its optimality, the ML detector is computationally expensive to implement in practice. To circumvent this difficulty, we will develop a computationally-efficient suboptimum detector, and we will show that this detector achieves the same diversity order as the optimal ML one.

1) The Optimum Non-Coherent Detector: For the LR receivers, no CSI is available and the subspace spanned by $X$ can be detected using the generalized likelihood ratio test (GLRT) detector [35]. In this detector, the supremum of the likelihood function over the unknown matrix $AH$ is computed and the symbol that maximizes this supremum is decided in favour of [36]. Performing the supremum operation yields that the GLRT detector will decide in favour of $^{4}$

$$
\hat{U} = \arg \max_{U \in L} \text{Trace}(Y^HUU^HY).
$$

From (4) it can be readily seen that the GLRT detector is identical to the ML one [35], and that encoding the HR information in the unitary matrix $A \in U_M$ does not compromise the performance of the non-coherent GLRT detector. In particular, we can write $H \overset{d}{=} AH$, where $\overset{d}{=}$ denotes equality in distribution. This implies that the encoded HR information will ‘see’ an equivalent channel matrix $AH$ with the same statistics as the original channel matrix $H$. As such, it can be readily seen that the GLRT detector will exhibit the same performance as if the HR information layer were not present. This fact can be also inferred from the upper bound on the pairwise error probability (PEP) [22] of the standard single layer non-coherent channel with unitary input matrices. This bound asserts that $\text{PEP}(U_1 \rightarrow U_2)$, i.e., the probability of mistaking the transmitted signal $U_1$ for $U_2$ satisfies

$$
\text{PEP}(U_1 \rightarrow U_2) \leq \frac{1}{2} \prod_{m=1}^{M} \left[ 1 + \frac{(\rho T/M)^2 (1 - s_m^2)}{4(1 + \rho T/M)} \right]^{-N},
$$

where $1 \geq s_1 \geq \cdots \geq s_M \geq 0$ are the singular values of the $M \times M$ matrix $X_1^H X_1$, which are equal to the singular values of the matrix $U_1^H U_1$, irrespective of $A$. By properly designing the Grassmannian signaling matrices of the LR non-coherent constellation, $C_L = \{U_1\}$, the greatest singular value of $U_2^H U_1$, $s_1$, must be guaranteed to be strictly less than 1 for any two distinct matrices $U_1, U_2 \in G_{T,M}(\mathbb{C})$. In such a case, it can be readily verified that the asymptotic SNR exponent equals $-MN$, which ensures that the ML detection of the LR layer achieves full diversity order regardless of whether the HR information is transmitted or not.

2) Coherent One-Step and Two-Step Detectors:

$^{4}$A reduced-search detector that yields a potentially suboptimal solution was developed in [7]. This detector uses the QR-decomposition to limit the search for the transmitted Grassmannian symbol to the neighborhood of the received signal subspace.
a) The Optimum One-Step Coherent Detector: The optimum coherent detector that “jointly” decodes the LR and HR information layers can be expressed as the following ML detector

\[ \hat{X} = \arg \max_{X \in C_L \times C_H} p(Y|X, H), \]  

which, using the fact that the noise is additive and Gaussian-distributed, can be expressed as

\[ \hat{X} = \arg \min_{X \in C_L \times C_H} \|Y - XH\|^2. \]  

The pairwise error probability (PEP) between two distinct data symbols, \( X_1 \) and \( X_2 \), of this one-step coherent detector can be upper bounded as follows [1]

\[ \text{PEP}(X_1 \to X_2) \leq \frac{1}{2} \prod_{m=1}^{M} \left[ 1 + \frac{\rho T(1 - \lambda_m)}{4M} \right]^{-N}, \]  

where \( \lambda_m \in [-1, 1] \) is the \( m \)-th eigenvalue of the matrix \( X_2^H X_1 + X_1^H X_2 \).

From (8), it can be readily verified that, similar to the non-coherent case, an appropriate design of the LR coherent constellation, \( C_L = \{ A_i \} \), must ensure that for any two distinct matrices, \( X_1 \) and \( X_2 \), none of the eigenvalues of \( X_2^H X_1 + X_1^H X_2 \) is 1. In that case, full diversity is achieved and the asymptotic SNR exponent equals \(-MN\).

Unfortunately, the detector in (7) requires an exhaustive search over \( |C_L| \cdot |C_H| \) constellation points. This detector is computationally expensive to implement in practice and to alleviate this difficulty, we will present a two-step detector, which is less computationally demanding than the one-step detector and achieves full diversity, i.e., yields an SNR exponent of \(-MN\).

b) The Two-Step Coherent Detector: To mitigate the computational cost of the one-step detector in Section III-A2a, we now develop a sequential two-step detector that is significantly less complex and achieves full diversity. In the first step of this detector, the GLRT in (4) is used to detect the LR Grassmannian matrix. Let this matrix be denoted by \( \bar{U} \). Assuming that \( \bar{U} \) was actually transmitted, in the second step the detector uses \( \bar{U} \) to perform ML detection of the HR information in \( A \). In particular, the output of this ML detector is given by

\[ \hat{A} = \arg \min_{A \in C_H} \|Y - \bar{U}A\|^2. \]  

To see that this detector is significantly less complex than the one-step detector in (7), we note that it requires searching over \( |C_L| + |C_H| \) matrices, as opposed to the \( |C_L| \cdot |C_H| \) matrices that are searched over in (7). From a performance perspective, the two-step detector does not take advantage of the available CSI when detecting the LR information in \( U \). This results in a performance degradation in comparison with one-step detector. However, as the following theorem shows, both detectors yield the same diversity order.

**Theorem 1:** Let the LR constellation \( C_L = \{ U_i \} \) satisfy the full diversity singular value criterion for non-coherent codes, whereby \( \max_m \{ s_m(U_i^H U_j) \} < 1 \), for every \( U_i, U_j \in C_L, i \neq j \), where \( s_m(\cdot) \) is the \( m \)-th singular value of the matrix argument. Let the HR constellation \( \{ A_i \} \) satisfy the full diversity criterion \( \prod_{m=1}^{M} (1 - \sigma_m) > 0 \), where \( \sigma_m \) is the \( m \)-th eigenvalue of \( ^{H}A_i A_k + A_k A_i \), for every \( A_i, A_k, \ell \neq k \) (cf. (8)). Then, the sequential two-step coherent detector achieves the same diversity order of \( MN \) as the optimal one-step detector, i.e., full diversity.

Proof: See Appendix A.

From this theorem, it can be seen that superimposing the incremental information on the LR information as in (3) is not only beneficial from the rate perspective of the LR receivers, but also, using the two-step detector admits low-complexity detection for the HR receivers. This detector enables full diversity to be achieved, which is the key performance metric at asymptotically high SNRs.

Note that the two-step detector shares the philosophy of successive cancellation in the sense that the detector recovers one component of the received signal and subsequently uses it to facilitate recovering the other components. That being said, we note that there is a fundamental difference between the mechanisms that underlie successive cancellation and the proposed two-step detector. In particular, in successive cancellation, the contribution of the recovered component is subtracted (i.e., canceled) from the received signal and the other components are detected from the residual signal. In contrast, in the two-step detector, no subtraction or cancellation is performed. The detector first decides on the subspace containing the information that is communicated non-coherently, and then it decides on the particular bases that span this subspace. These bases contain the information that is communicated coherently.

We conclude this section by noting that although the LR and HR components of \( X \) in \( U \) and \( A \), respectively, are independently selected at the transmitter, the communication channel couples these two components. This implies that the two-step detector is generally suboptimal and explains the performance deterioration that will be observed in Section V below.

### B. Degrees of Freedom

We now analyze the number of degrees of freedom achieved by the LR and HR information layers. This analysis complements diversity gain analysis by providing a high-SNR characterization of the rate of increase of capacity: the degrees of freedom of a scheme depend on the dimensions that this scheme spans [37]. To determine the degrees of freedom achieved by the proposed scheme, we will use the fact that the HR information is sent over the Stiefel manifold, whereas the basic LR information is sent over the Grassmann manifold, cf. Section II.

**Corollary 1:** The achievable degrees of freedom for the conjoined LR and HR layers is \( 2M(T - M/2) \), whereas the achievable degrees of freedom for the LR layer is \( 2M(T - M) \).

Proof: By construction, the LR and HR information are encoded over matrices that are isotropically distributed on \( G_{T,M}(\mathbb{C}) \), and \( U_{M}(\mathbb{C}) \), respectively. The proof follows directly from the dimensions of these manifolds, cf. Section II.
Unfortunately, the construction in (3) does not achieve the maximum number of degrees of freedom for the HR receivers. In particular, for these receivers, when no constraints are imposed on \( \mathbf{X} \), the maximum number of degrees of freedom is given by \( 2 T \min\{M, N\} \), which, under the conditions in Section II, reduces to \( 2 TM \). However, by restricting the transmitted signal, \( \mathbf{X} \), to lie in \( \mathcal{S}_{T,M}(\mathbb{C}) \), the number of degrees of freedom is reduced by \( M^2 \). This reduction can be regarded as the price paid to ensure that the rate of the basic LR information, which can be detected by all receivers, is maximized. Restricting \( \mathbf{X} \) to be in \( \mathcal{S}_{T,M}(\mathbb{C}) \) is equivalent to restricting \( \mathbf{A} \) to be in \( \mathbb{U}_M \), which offers the advantage of preserving the channel statistics of the LR channel; cf. Section III-A1. Hence, the construction in (3) ensures that code designs that are favorable for point-to-point non-coherent MIMO systems can be readily utilized in the current multi-resolution layered scheme. In the following section, we will present methods for generating constellations for communicating the HR information component on \( \mathbb{U}_M \).

IV. CONSTRUCTIONS METHODS FOR SQUARE UNITARY CONSTELLATIONS

The realization of the proposed multi-resolution scheme relies on non-coherent constellations designed on \( \mathcal{G}_{T,M}(\mathbb{C}) \) and coherent constellations designed on \( \mathbb{U}_M \). Several methods for designing Grassmannian constellations are available, see e.g., [7] and [8]. However, methods for designing square unitary constellations are relatively scarce and are only available for particular dimensions and with specific cardinalities, see e.g., [30], [38], [39], [40] for parametric approaches for designing unitary constellations used in low SNR low-rate differential signaling for \( M = 2 \) transmit antennas. To facilitate communicating the HR information in the current layered framework, in this section we will present generic approaches for designing square unitary constellations for coherent signaling with arbitrary dimensions and cardinalities. Unfortunately, the design methods developed in [7] and [8] for designing Grassmannian constellations are not readily applicable for designing constellations on \( \mathbb{U}_M \). Indeed, these two spaces possess fundamentally different topological properties. For instance, the singular values of \( \mathbb{U}_1 \mathbf{U}_2 \), \( \mathbb{U}_1, \mathbb{U}_2 \in \mathcal{G}_{T,M}(\mathbb{C}) \) represent the cosine of the principal angles between the subspaces spanned by \( \mathbb{U}_1 \) and \( \mathbb{U}_2 \) and hence less than 1, whereas the singular values of \( \mathbf{A}_1 \mathbf{A}_2, \mathbf{A}_1, \mathbf{A}_2 \in \mathbb{U}_M \) are equal to 1. Being square, \( \mathbf{A}_1 \) and \( \mathbf{A}_2 \) do not represent subspaces. Rather, each spans the entire space, \( \mathbb{C}^M \). The fundamental differences between \( \mathcal{G}_{T,M}(\mathbb{C}) \) and \( \mathbb{U}_M \) render the distance metrics and the gradient computations and projections that underlie the design problem significantly different. Hence, applying the methods in [7] and [8] directly on \( \mathbb{U}_M \) may compromise the efficacy of the resulting constellations.

Before presenting our design approaches, we note that a candidate constellation on \( \mathbb{U}_M \) can be obtained from the standard 2 \( \times \) 2 Alamouti structure [2], whereby a matrix \( \mathbf{A} \) has the form:

\[
\mathbf{A} = \frac{1}{\sqrt{2}} \begin{bmatrix} q_1 & q_2 \\ -q_2^* & q_1^* \end{bmatrix},
\]

where \( q_1 \) and \( q_2 \) are two complex symbols drawn from a constant modulus constellation, e.g., phase-shift keying (PSK). Despite its simplicity, this approach suffers from a fundamental drawback. In particular, since the modulus of \( q_1 \) and \( q_2 \) is fixed, each of these symbols spans one dimension, which implies that the matrix \( \mathbf{A} \) spans two real dimensions only. Since the number of real dimensions spanned by a matrix in \( \mathbb{U}_M \) is \( M^2 \), it can be seen that a matrix constructed as in (10) wastes half the available degrees of freedom. Therefore, although Alamouti code enjoys simple symbol-by-symbol detection, its restrictive structure results in degraded performance in comparison with generic unitary codes which are not necessarily constructed from phase-shift keying symbols. To avoid this drawback, in the next sections, we will present two approaches for designing constellations on \( \mathbb{U}_M \), a greedy approach for designing the constellation points sequentially and a direct approach for designing them jointly. The philosophy of these approaches parallels that of the approaches developed in [7] for designing Grassmannian constellations, cf. Section V. Despite this analogy, the optimization details on the Grassmann manifold are fundamentally different from their counterparts on the unitary group. For instance, while the distance between points on \( \mathcal{G}_{T,M}(\mathbb{C}) \) are described by the angles between the subspaces that they span, the corresponding distance on \( \mathbb{U}_M \) are described by the Frobenius norm of the difference between the respective unitary matrices. Another major difference lies in the way in which the gradients are computed on \( \mathcal{G}_{T,M}(\mathbb{C}) \) and \( \mathbb{U}_M \) and the operators that project the gradients computed in the Euclidean space onto these spaces.

A. The Greedy Design

In this section we develop a sequential technique for designing the square unitary constellation, \( \mathcal{C}_H \), which will be used to communicate the incremental information component to the HR receivers. The objective of this technique is to generate a constellation in which the minimum distance between points is large. As such, this technique aims at obtaining good sphere-packings that enable the capacity of the HR channel to be approached. In contrast with this technique, are the techniques that aim at maximizing the diversity gain described in Theorem 1. Although diversity gain does not directly relate to sphere-packing, the constellations generated by sphere-packing techniques can always be perturbed to ensure full diversity while having marginal impact on the packing tightness. Such a perturbation is possible because the diversity gain is a discrete criterion, whereas the distance between constellations points is a continuous one.

In the technique proposed in this section an arbitrary point on \( \mathbb{U}_M \) is selected to be the first point of \( \mathcal{C}_H \). Without loss of generality, this point can be the identity matrix \( \mathbb{I}_M \). The following point in \( \mathcal{C}_H \) is then taken to be the one that maximizes the Frobenius distance to the first point. The third point of \( \mathcal{C}_H \) is now taken to be the one that maximizes the minimum distance to the two point already designed, and so on. In particular, in the \( i \)-th step of this algorithm, the \( i \)-th point of \( \mathcal{C}_H \) is chosen to be the point on \( \mathbb{U}_M \) that maximizes the
which the function $f$, where $G$ the complex $M$-dimensional space. We use the Jacobi logarithm approximation, whereby

$$A_i = \arg \max_{A \in \mathbb{U}_M} \min_{1 \leq j \leq n-1} \|A - A_j\|^2_F \quad (11)$$

$$= \arg \min_{A \in \mathbb{U}_M} \max_{1 \leq j \leq n-1} \text{Tr}(\text{Re}(A_j^H A)). \quad (12)$$

The objective in (12) is not differentiable and hence not amenable to derivative-based optimization. To circumvent this difficulty, we use the Wirtinger derivative rule, whereby we can write

$$f(A) = \left(\log \left(\sum_{j=1}^{i-1} e^{\text{Tr}(\text{Re}(A_j^H A))}\right)\right)^\frac{1}{r}. \quad (13)$$

In (13), $r$ is a design parameter; a larger $r$ yields a more accurate approximation, but may result in numerical difficulties. Using (13), the objective in (12) can be approximated by

$$f(A) = \left(\log \left(\sum_{j=1}^{i-1} e^{\text{Tr}(\text{Re}(A_j^H A))}\right)\right)^\frac{1}{r}. \quad (14)$$

Our approach for finding the $i$-th point of the desired constellation is based on a version of the gradient descent algorithm on the unitary group [33]. Let $A(0) \in \mathbb{U}_M$ be the initial point, and let $\nabla f(A) f$ be the projection of the gradient of $f$ at $A$ onto the tangent space of $\mathbb{U}_M$ at $A(0)$. A closed-form expression for this projection was given in [32] and [33]. To obtain this expression for $f(A)$ in (14), we denote the standard gradient of $f(A)$ at $A(0)$ by $G_{A(0)}$, i.e., $G_{A(0)}$ is the complex $M \times M$ matrix whose $k$-th entry contains the Wirtinger derivative $\frac{d f(A)}{d A_{kk}} \bigg|_{A=A(0)}$ [41]. Hence, this derivative can be expressed as $G_A \bigg|_{A=A(0)}$, where

$$G_A = \left(\log \left(\sum_{j=1}^{i-1} e^{\text{Tr}(\text{Re}(A_j^H A))}\right)\right)^\frac{1}{r} \times \sum_{j=1}^{i-1} e^{\text{Tr}(\text{Re}(A_j^H A))} \text{Tr}(\text{Re}(A_j^H A)) A_j, \quad (15)$$

where in writing (15), we have used the fact that the Wirtinger derivative

$$\frac{d \text{Tr}(\text{Re}(A_j^H A))}{d A} = A_j. \quad (16)$$

Using (15) and (16), the projection $\nabla A(0) f$ can be readily expressed as [32], [33]

$$\nabla A(0) f = S_A A \bigg|_{A=A(0)}, \quad (17)$$

where $S_A$ is a skew Hermitian matrix given by

$$S_A = G_A A^H - AG_A^H. \quad (18)$$

In the standard gradient descent approach, subsequent iterations of the algorithm would generate the iterates $A(n) = A^{(n-1)} - \tau(n) \nabla f_{A^{(n-1)}}$, where $\tau(n) > 0$ is the step size at the $n$-th iteration. However, the iterates generated by this expression do not necessarily lie on $\mathbb{U}_M$. To overcome this difficulty, it was proposed in [33] to modify the projection expression (17) in order to ensure that the iterates of the gradient descent approach remain on $\mathbb{U}_M$. At the $n$-th iteration, the modified projection proposed in [33] can be expressed as

$$\nabla A(n) f = \frac{1}{2} S_A A_{(n-1)} (A^{(n-1)} + A^{(n)}). \quad (19)$$

Using $\nabla A(n) f$, the iterates of the gradient descent approach, can be expressed as

$$A(n) = A^{(n-1)} - \tau(n) \nabla f_{A^{(n-1)}}$$

$$= A^{(n-1)} - \tau(n) S_A A^{(n-1)} (A^{(n-1)} + A^{(n)}), \quad (20)$$

which, after rearrangement, yields

$$A(n) = \left(I + \frac{\tau(n)}{2} S_{A^{(n-1)}}\right)^{-1} \left(I - \frac{\tau(n)}{2} S_{A^{(n-1)}}\right) A^{(n-1)}. \quad (21)$$

We note that because, by construction, the matrix $S_A$ is skew-Hermitian, cf. (18), the matrix $\left(I + \frac{\tau(n)}{2} S_{A^{(n-1)}}\right)^{-1} \left(I - \frac{\tau(n)}{2} S_{A^{(n-1)}}\right)$ is skew-Hermitian. In fact, this matrix represents the so-called Cayley transform [10] which maps the linear space of skew-Hermitian matrices to the non-linear space of unitary matrices. Hence, it can be seen that using the modified projection in (19) ensures that for every $n = 1, 2, \ldots$, the iterates are confined to $\mathbb{U}_M$.

To implement the gradient descent approach, a step size $\tau(n)$ that ensures convergence must be determined [33], [43]. Candidate values for such a $\tau(n)$ are those that meet the strong Wolfe conditions [44], [45], which stipulate that, for some $\rho_1 \in [0, 1]$ and $\rho_2 \in [\rho_1, 1]$, $\tau(n)$ must satisfy

$$f(A(n)) \leq f(A^{(n-1)}) + \rho_1 \tau(n) \frac{df(A^{(n)})}{d \tau(n)} \bigg|_{\tau(n)=0}, \quad (22)$$

$$\left|\frac{df(A^{(n)})}{d \tau(n)} \bigg|_{\tau(n)=0}\right| \leq \rho_2 \left|\frac{df(A(n))}{d \tau(n)} \bigg|_{\tau(n)=0}\right|. \quad (23)$$

The derivative $\frac{df(A^{(n)})}{d \tau(n)}$ can be computed using the chain rule, whereby we can write

$$\frac{df(A^{(n)})}{d \tau(n)} = \text{Tr} \left( \frac{df(A)}{d A} \bigg|_{A=A^{(n)}} \frac{d A^{(n)}}{d \tau(n)} \right). \quad (24)$$

where (25) follows from invoking (15). Using (20), the derivative $\frac{d A^{(n)}}{d \tau(n)}$ can be shown to be

$$\frac{d A^{(n)}}{d \tau(n)} = -\frac{1}{2} \left(I + \frac{\tau(n)}{2} S_{A^{(n-1)}}\right)^{-1} S_{A^{(n-1)}} (A^{(n-1)} + A^{(n)}). \quad (26)$$

The condition in (22) resembles the standard backtracking line search. In particular, it ensures that the value of the objective at the $n$-th iteration is smaller than its value at the $n - 1$-th iteration by a constant times the derivative. This constant is controlled by $\rho_1$, which offers a trade off between accuracy and convergence speed; a smaller value of $\rho_1$ improves accuracy but slows convergence. In contrast
with (22), the condition in (23) ensures that the value of the gradient at \( \tau^{(n)} \) is closer to zero than its value at \( \tau^{(n-1)} \). Similar to \( \rho_1 \), the role of \( \rho_2 \) is to control convergence and accuracy; a smaller value of \( \rho_2 \) implies faster convergence but lower accuracy.

In other words, \( \rho_1 \) and \( \rho_2 \) control the convergence of the gradient-descent algorithm. Choosing \( \rho_1 \) to be close to zero and \( \rho_2 \) to be close to one ensures accurate but slow convergence of the algorithm to a local optimum. In contrast, choosing \( \rho_1 \) to be close to one and \( \rho_2 \) to be close to \( \rho_1 \) implies faster convergence but potentially to a point relatively far from the nearest local optimum. For reasonable convergence, \( \rho_1 \) and \( \rho_2 \) are typically chosen to be 0.1 and 0.9, respectively. However, since the constellations herein are designed off-line, smaller values were chosen, e.g., \( \rho_1 = 0.01 \) and \( \rho_2 = 0.99 \).

The proposed gradient descent greedy algorithm is summarized in Algorithm 1.

**Algorithm 1: Gradient Descent Greedy Algorithm for Designing Constellations on \( U_M \)**

1. Given a set of existing constellation points \( \{ A_j \}_{j=1}^{N} \) and an initial point for \( A_i \), \( A_0 \in U_M \).
2. Initialization: Set \( n \leftarrow 1 \), \( \epsilon > 0 \) and \( 0 \leq \rho_1 \leq \rho_2 \leq 1 \).
3. while true do
   4. Prepare: Generate \( S_{A^{(n-1)}} \), cf. (18).
   5. Find a suitable step size \( \tau^{(n)} \) that satisfies the strong Wolfe conditions, cf. (22) and (23).
   6. Update: \( A^{(n-1)} \rightarrow A^{(n)} \), cf. (21).
   7. Stopping Check:
   8. if \( \| \nabla_{A^{(n)}} f \| \leq \epsilon \) then stop, cf. (19).
   9. else \( n \leftarrow n + 1 \) and continue.

We note that, because \( U_M \) is not convex, the problem in (12) and its approximated version are not convex. Hence, the constellations generated by Algorithm 1 are not necessarily optimal.

The greedy algorithm is easy to implement and can be used to generate constellations with tens of thousands of points. For larger constellations, the greedy algorithm might be inefficient and more systematic design approaches need to be considered. To obtain constellations that perform better than those generated by the greedy approach, in the next section we will develop a joint design technique.

**B. The Direct Design**

The greedy algorithm yields constellations with good distance spectra. However, constellations with more desirable distance spectra can be generated by using techniques in which the constellation points are designed jointly, rather than sequentially. In particular, in the joint technique, the constellation design problem can be cast in the following form:

\[
\begin{align*}
\{ A_j \}_{j=1}^{\lvert C_H \rvert} = \\
\arg \min_{\{ A_j \} \in U_M} \left( \log \left( \sum_{i=1}^{\lvert C_H \rvert-1} \sum_{j=i+1}^{\lvert C_H \rvert} e^{(\text{Tr}(\mathcal{R}(A_i^j A_j)))} \right) \right)^{\frac{1}{2}}, \\
\end{align*}
\]

(27)

where (13) is used to approximate \( \max \{ \cdot \} \) and \( r \) is the approximation parameter, cf. Section IV-A.

By placing the matrices \( \{ A_j \}_{j=1}^{\lvert C_H \rvert} \) along the main diagonal of a \( |C_H| \times |C_H| \) matrix, the problem of jointly designing \( |C_H| \) points on \( U_M \) can be seen to be equivalent to a problem of designing one point \( \tilde{A} \) on \( U_{|C_H|} \). In particular, the design argument can be expressed as

\[
\tilde{A} = \arg \min_{\tilde{A} \in U_{|C_H|}} \left( \log \left( \sum_{i=1}^{\lvert C_H \rvert-1} \sum_{j=i+1}^{\lvert C_H \rvert} e^{(\text{Tr}(\mathcal{R}(A_i^j \tilde{A})))} \right) \right)^{\frac{1}{2}}, \\
\]

(28)

where \( u_{ij} = \text{Tr} \left( \mathcal{R}(A_i^j \tilde{A} A_i^j M_{ij}) \right) \), and \( M_{ij} \) is a \( M \times |C_H| \) zero matrix with \( I_M \) in the \( i^{th} \) block. Using the chain rule, the gradient of the objective in (28), \( \nabla_{\tilde{A}} \), can be expressed as

\[
\nabla_{\tilde{A}} = \left( \log \left( \sum_{i=1}^{\lvert C_H \rvert-1} \sum_{j=i+1}^{\lvert C_H \rvert} e^{u_{ij}} \right) \right)^{\frac{1}{2}} - \sum_{i=1}^{\lvert C_H \rvert-1} \sum_{j=i+1}^{\lvert C_H \rvert} e^{u_{ij}} \frac{d u_{ij}}{d \tilde{A}}, \\
\]

and using the techniques in [46] the derivative \( \frac{d u_{ij}}{d \tilde{A}} \) can be expressed as

\[
\frac{d u_{ij}}{d \tilde{A}} = I_M^T M_{ij} \tilde{A} M_{ij}^T M_{ij} + I_M^T I_M \tilde{A} M_{ij}^T I_M.
\]

(30)

Using \( \nabla_{\tilde{A}} \), the counterpart of the modified projection in (19) at a given iterate \( \tilde{A}^{(n)} \) is given by \( \nabla_{\tilde{A}^{(n)}} \) and a gradient descent algorithm that resembles the one used in the greedy design technique described in Section IV-A can be readily implemented.

We conclude our exposition of the direct design approach by noting that although the matrix \( \tilde{A} \) lies in \( U_{|C_H|} \), which spans \( |C_H|^2 M^2 \) real dimensions, the space spanned by such matrices has only \( |C_H|^M \) real dimensions. This is because \( \tilde{A} \) belongs to the submanifold of \( U_{|C_H|} \) that is spanned by block diagonal matrices, which can be shown to imply that the gradient \( \nabla_{\tilde{A}} \) in (29) also possesses a block diagonal structure. This further implies that choosing the initial matrix of the gradient descent approach, \( \tilde{A}^{(0)} \), to be block diagonal ensures subsequent iterates to be also block diagonal. This observation significantly reduces complexity and renders the direct approach more amenable to implementation for designing practical constellations on \( U_M \).

**C. Complexity Analysis**

We herein provide a comparison between the per-iteration computational complexity of the greedy design and the direct one.

**a) Greedy Design:** The objective \( f(A) \) in (14) requires \( |C_H| - 1 \) exponential computations, the derivative \( \mathcal{G}_A \) in (15) requires \( O(|C_H|M^2) \) complex multiplications, the projector, \( S_A \) in (18), the updating formula for \( A^{(n)} \) in (21), and the derivative for computing the step-size in (26), all require \( O(M^3) \) complex multiplications.
that (31) will yield two distinct subspaces for any two distinct matrices, \( V \). The full diversity criterion that the maximum singular value stellations on the Grassmann manifold directly relate to \( U \) stellations that exhibit superior performance to constellations in \([32]\) for optimization on \( G \). Ing (13) along with the conjugate gradient technique developed containing the first and \( V \) values of \( \Sigma \) is obtained by finding approximate solutions to the following optimization problem:

\[
\min_{\{U_i\}_{i=1}^{C_{L}}} \max_{1 \leq i, j \leq C_{L}} \text{Tr}(\Sigma_{ij})
\]

subject to \( U_k \in \mathbb{SU}_{T,M}(\mathbb{C}), \ k = 1, \ldots, |C_L| \). (32)

Although solving this problem directly is difficult, using (13) along with the conjugate gradient technique developed in [32] for optimization on \( \mathbb{SU}_{T,M}(\mathbb{C}) \) were shown to yield constellations that exhibit superior performance to constellations generated using other approaches [7].

Similar to the design methods presented in Section IV for constellations on \( U_M \), neither the exponential mapping method nor the direct design method for designing constellations on the Grassmann manifold directly relate to the full diversity criterion that the maximum singular value \( \max_{m = 1, \ldots, m} \mathbb{m} \{ U_M^H U_j \} < 1, i \neq j \); cf. Theorem 1. This is because the full diversity criterion is derived from minimizing the PEP, whereas the design criteria in the exponential mapping and the direct design method are derived from capacity-approaching sphere-packing considerations. That being said, in the numerical results presented hereinafter we verified that the constellations generated by either method satisfy the full diversity criterion. If, however, these constellations happen to have points that do not satisfy the diversity criterion, these points can be perturbed so that the singular values are bound away from 1. Such a perturbation will have marginal impact on the tightness of sphere-packing but will ensure that the diversity criterion is satisfied.

Example 1: In this example we consider a scenario in which the coherence time \( T = 4 \) and the number of transmit and receive antennas is \( M = N = 2 \). The LR information is communicated using 256-point Grassmannian constellations, whereas the HR information is communicated using the Alamouti scheme with two 4-QAM symbols. This setup yields an LR rate of 2 bits per channel use (bpcu) and an HR rate of 1 bpcu. We compare the symbol error rate (SER) when two Grassmannian constellations are used for the LR layer, one designed using the direct method and the other is designed using the exponential parameterization method.

The performance of each LR constellation is evaluated when optimal the optimal one-step detector in Section III-A2a and the two-step detector in Section III-A2b are used for detection. However, for the HR constellation we use the Alamouti detection scheme. Because of the Alamouti structure, the simplicity ML detection carries over to the case when the two-step detector is used instead of the one-step one. This can be observed by multiplying both sides of (2) by \( \bar{U}^H \), where \( \bar{U} \) is the Grassmannian symbol detected in the first step of the two-step detector. Now, an incorrect decision on \( \bar{U} \) is independent of the Alamouti scheme and \( \hat{X} \) is erroneously detected. Hence, it suffices to consider the case in which \( \bar{U} \) is the correct symbol. Since \( \bar{U} \) is unitary, the multiplication does not change the noise statistics and the Alamouti detection scheme can be readily utilized, but with the equivalent received signal matrix \( \bar{U}^H \mathbf{Y} \).

For the LR constellation designed using the exponential parameterization method in (31), the space-time code matrix, \( V \), was chosen to be the given by [5]

\[
V = \begin{bmatrix}
    s_1 + \theta s_2 & \phi(s_3 + \theta s_4) \\
    \phi(s_3 - \theta s_4) & s_1 - \theta s_2
\end{bmatrix},
\]

where \( \phi = \theta = e^{i\frac{\pi}{4}} \) and \( s_i, i = 1, \ldots, 4 \), are the four 4-QAM symbols to be transmitted on the LR layer. In this case, the homothetic factor that maximizes the product distance is \( \alpha = 0.3 \) [8].

From Fig. 2, it can be seen that all the SER curves have identical high-SNR slopes. This confirms that the underlying constellations satisfy the full-diversity criteria in Theorem 1 and confirms that the performance of the non-coherent layer receiver is unaffected by the transmission of the HR layer. We also note from this figure that while directly generated Grassmannian constellations outperform those generated with the exponential map in the non-layered framework, the situation can be reversed in the layered one. In fact, the constellations with close-to-optimal performance in non-layered communic-
Fig. 2: The LR layer is constructed on $\mathbb{G}_{4,2}(\mathbb{C})$ using the direct design and the exponential parameterization technique; the HR layer is constructed using the $2 \times 2$ Alamouti scheme.

Example 2: The purpose of this example is to further investigate the performance of the two-step detector. We consider a scenario similar to the one considered in Example 1, i.e., with $T = 4$, $M = N = 2$ and the HR information is communicated using the Alamouti scheme with two 4-QAM symbols. However, in this example, we consider the extreme case in which the cardinality of the LR constellation is $|C_L| = 2$, corresponding to an LR rate of 0.25 bpcu. For this scenario, the performance of the two-step detector is compared with the one-step one in Fig. 3. The latter jointly decodes the composite signal containing the LR and HR components and subsequently separates these components. From this figure, it can be seen that, for the LR layer, the one-step detector has an SNR advantage of 1 dB at an SER of $10^{-7}$. However, for the HR layer, the one-step detector and the two-step one yield essentially the same performance. Comparing this scenario with the one considered in Example 1, it can be seen that the performance gap between the two-step detector and the optimal one-step one depends on the LR rate; the higher the rate the bigger the performance gap.

Example 3: In this example, we compare the performance of the unitary constellations designed using the techniques outlined in Section IV with those designed in [30]. The objective of the latter techniques is to generate differential space-time constellations with an underlying group-structure to facilitate detection in non-coherent communication frameworks. In contrast, the objective of the design techniques proposed herein is to generate unitary constellations that perform well in the multi-resolution framework, but without necessarily possessing a group structure. Unfortunately, the group-structure restriction renders the design methods in [30] suitable only for generating constellations with particular cardinalities, rather than arbitrary ones that may arise in practice.

In Fig. 4 we compare the performance of the $4 \times 4$ unitary constellation obtained in [30] using the $K_{1,1,-1}$ group with 240 elements with a 240-point constellation generated using our direct design methodology. From this figure, it can be seen that, the design method proposed here has performance advantage over the one proposed in [30]. For instance, at an SER of $10^{-4}$, the constellation generated by the method proposed herein yields a performance advantage of about 1 dB over the constellations proposed in [30]. This can be attributed to the fact that the objective in [30] is not generate constellation with desirable distance properties, but rather to generate constellations that are suitable for differential non-coherent MIMO communications.

Example 4: In this example, we investigate the minimum distance of the unitary constellations generated by the direct design methodology of Section IV-B and the corresponding distance for the constellations developed in [30] and [40]. Another design of unitary constellations is provided in [39], but this design is subsumed by the ones [40].

Maximizing the minimum distance between points on the unitary group is the objective of the design methodology of Section IV-B. This objective is equivalent to maximizing the
sphere-packing density on the unitary group and is given by
\[
d_{\min} = \min_{A_i, A_j \in G^M, A_i \neq A_j} \| A_i - A_j \|_F. \quad (34)
\]
The values of \( d_{\min} \) corresponding to the designs provided herein and in [30] and [40] are summarized in Table I for the case of \( M = 2 \), and the values of \( d_{\min} \) corresponding to the designs provided herein and in [30] are summarized in Table II for the case of \( M = 4 \); no explicit designs are provided in [40] for the case of \( M = 4 \).

From Tables I and II, it can be seen that the direct design proposed in Section IV-B achieves larger minimum distances, \( d_{\min} \), than all existing designs for the cases of \( M = 2 \) and \( M = 4 \). This advantage is due in part to the versatility of the proposed approach. Indeed, the unitary constellations in [30], [39] and [40] are constrained to have a group (or a weak group) structure to facilitate their usage in differential signalling. This restriction is not present in the multi-layer signalling framework considered herein, which enables our design methodology to yield larger values of \( d_{\min} \). Unlike the designs in [30], [39] and [40], our design approach enables the generation of unitary constellations with arbitrary cardinalities and dimensions, which is an important feature to enable multi-resolution multicasting in practical wireless networks.

Finally, we note that, while the design objective in the framework of Section IV-B is to maximize \( d_{\min} \), other design objectives can be readily incorporated in this framework, e.g., maximizing the diversity product, which governs SER performance at high SNRs [40].

Example 5: In this example, we compare the distance spectra and performance of two 1024-point constellations designed on the unitary group \( U_2 \). Both constellations are designed using the gradient descent algorithm. However, one constellation is designed using the greedy approach in Section IV-A whereas the other constellation is designed using the direct approach in Section IV-B. The distance spectra and the performance of these constellations are compared with their Alamouti scheme counterparts at the same rate. To maintain unitarity the entries of the Alamouti matrices are chosen from PSK constellations.

For the distance spectra, in Figs. 5(a), 5(b) and 5(c) we show the histogram of the Frobenius distances for the 1024-point 2 × 2 Alamouti, greedy and direct designs, respectively. It can be seen from the figures that the minimum Frobenius distance in the case of the directly-designed constellation is larger than the corresponding distance in both the greedy and the Alamouti constellations. The effect of this distance advantage is investigated in Fig. 6. In particular, this figure shows this constellation yields significantly lower SERs than the other two constellations. For instance, at an SER of \( 10^{-4} \) the directly-designed constellation outperforms the greedy one by about 1 dB and the Alamouti-based one by more than 4 dB. Note that although the histograms for the greedy and direct designs look similar, at high SNRs, the direct design offers a performance advantage of about 1 dB over the greedy one. This advantage is due to the larger minimum distance between points of directly-designed constellations, cf. Figs. 5(b) and 5(c).

From Figs. 5(a), 5(b) and 6, it can be seen that, even though the minimum distance, \( d_{\min} \), of the Alamouti-based constellation is greater than \( d_{\min} \) of its greedy counterpart, the SER performance of the latter is better than that of the former. This is because maximizing \( d_{\min} \) aims at developing dense packings on the unitary group, which is a capacity-based criterion rather than a performance-based one. Indeed, high-SNR performance is dominated by the product diversity [40]. In essence, this criterion could be, but is not explicitly, optimized in the designs proposed in Sections IV-A and IV-B. The effect of a larger \( d_{\min} \) will manifest itself in coded systems operating close to capacity.
TABLE I: A $d_{\text{min}}$ comparison for the unitary constellations developed herein and in [30] and [40] for $M = 2$.

<table>
<thead>
<tr>
<th>Constellation</th>
<th>$SL_2(F_2)$ [30]</th>
<th>Orthogonal [40]</th>
<th>Numerical [40]</th>
<th>Geometric [40]</th>
<th>Direct (herein)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{K}</td>
<td>$</td>
<td>120</td>
<td>122</td>
<td>121</td>
</tr>
<tr>
<td>$d_{\text{min}}$</td>
<td>0.8740</td>
<td>0.5634</td>
<td>1.0991</td>
<td>1.1756</td>
<td>1.2275</td>
</tr>
</tbody>
</table>

TABLE II: A $d_{\text{min}}$ comparison for the unitary constellations developed herein and in [30] for $M = 4$.

<table>
<thead>
<tr>
<th>Constellation</th>
<th>$K_{1,1}$ [30]</th>
<th>Direct (herein)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>C_{K}</td>
<td>$</td>
</tr>
<tr>
<td>$d_{\text{min}}$</td>
<td>1.8784</td>
<td>2.2448</td>
</tr>
</tbody>
</table>

Fig. 6: Comparison between SER of the 1024-point 2 x 2 constellations designed on $U_2$ using the greedy and direct approaches and the corresponding, same rate, Alamouti-based constellation.

**Example 6:**

In this example we compare the performance of the counterparts of the constellation considered in Example 5 but when the underlying design space is the unitary group $U_4$. The first constellation is designed using the greedy approach, whereas the other constellation is design using the direct approach. The gradient-descent algorithm described in Section IV is used in both cases. The distance spectra and performance of these constellations are compared with the distance spectrum and performance of the corresponding 4 x 4 Alamouti-based constellation. The matrices of the latter constellations are structured as follows:

$$
A = \frac{1}{\sqrt{2}} \begin{bmatrix}
\hat{A} & \hat{A} \\
-\hat{A} & \hat{A}
\end{bmatrix},
$$

(35)

where $\hat{A} = \frac{1}{\sqrt{2}} \begin{bmatrix}
s_1 & s_2 \\
-s_2 & s_1^*
\end{bmatrix}$, where $s_1$ and $s_2$ are two PSK symbols. For instance, to design a 1024-point Alamouti-based constellation we use two 32-PSK symbols.

For the distance spectra, in Figs. 7(a), 7(b) and 7(c) we show the histogram of the Frobenius distances for the 1024-point 4 x 4 Alamouti-based, greedy and direct constellations, respectively. From these figures, it can be seen that $d_{\text{min}}$ of the constellations generated by the greedy and the direct approaches are greater than the corresponding $d_{\text{min}}$ of the Alamouti-based constellation. In particular, $d_{\text{min}}$ for the constellations generated by the greedy and the direct approaches are 1.9907 and 2.0576, respectively, whereas $d_{\text{min}}$ for the Alamouti-based constellation is 0.2772. This relatively large distance advantage of the greedy and the direct constellations over the Alamouti-based one enables these constellations to achieve a significantly better SER performance.

For example, from Fig. 8 it can be seen that both the greedy and the direct 1024-point 4 x 4 constellations outperform the Alamouti-based constellation by about 15 dB at an SER of $10^{-3}$; the performances of the greedy and the direct constellations are almost identical in this case, which is expected given the comparable values of their respective $d_{\text{min}}$. □

**VI. CONCLUSION**

In this paper, we proposed a new layered multi-resolution multicast space-time coding scheme which allows the simultaneous transmission of LR non-coherent information to all receivers, including those with no CSI, and HR coherent information to those receivers that have reliable CSI. The proposed scheme ensures that the communication of the HR layer is transparent to the underlying LR layer. We showed that both the non-coherent and coherent receivers achieve full diversity, and we showed that the proposed scheme achieves the maximum number of communication degrees of freedom for non-coherent LR channels and coherent HR channels with unitarily-constrained input signals. To reduce the complexity of detecting high-rate HR constellations, we developed a two-step detector that was shown to achieve the same diversity order as the optimal one-step ML detector, but with much less computational cost.

Finally, we developed two generic techniques that rely on the gradient descent approach to generate unitary constellations with desirable distance spectra. The first method uses a low-complexity sequential design approach, whereas the second method uses a joint design approach that yields better constellations, but with a higher computational cost than its sequential counterpart. Simulation results confirm our theoretical findings and show that the constellations generated with these methods exhibit a significant performance advantage over existing unitary constellations when used to communicate the incremental HR information.

**APPENDIX A**

**PROOF OF THEOREM 1**

A decoding error event occurs in the two-step coherent detector if any of the two stages in the receiver fails to detect its layer correctly. Consider the PEP between any two pairs
to the probability that \( p_1 = \min_i \), which, using (2) and the analysis in [7], amounts to the probability that \( \|Y^H U_i\| > \|Y^H U_{i-1}\| \). This probability is independent of \( A_1 \) and decays as \( \rho^{-MN_i} \) if and only if the non-coherent constellation, \( C_L \), achieves full diversity.

\[
\Pr(A_1 \rightarrow A_2 | U_1 \rightarrow U_1) = \Pr(A_1 \rightarrow A_2 | U_1 \rightarrow U_1) \leq \Pr(U_1 \rightarrow U_2) + \Pr(A_1 \rightarrow A_2 | U_1 \rightarrow U_1).
\]

(36)

To compute \( \Pr(U_1 \rightarrow U_2) \), we note that because \( A_1 \in \mathbb{U}_M, A_1 H_i = H_i \), \( i \in \mathbb{N}_C \cup \mathbb{N}_{1C} \). Hence, the ML detector in the first step will decide in favour of \( U_2 \) if \( p(Y|U_2) > p(Y|U_1) \), which, using (2) and the analysis in [7], amounts to the probability that \( \|Y^H U_2\| > \|Y^H U_1\| \). This probability is independent of \( A_1 \) and decays as \( \rho^{-MN_i} \) if and only if the non-coherent constellation, \( C_L \), achieves full diversity.

Fig. 8: Comparison between SER of the 1024-point \( 4 \times 4 \) codes designed over \( \mathbb{U}_4 \) using the greedy approach, the direct approach and the corresponding Alamouti-based constellation.
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