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Abstract—In this paper, we study the effective capacity (EC) of
cognitive radio (CR) networks operating under statistical quality-
of-service (QoS) constraints in an attempt to support real-time ap-
plications at the secondary users (SUs). In particular, we analyze
the performance gains, in terms of EC and average transmitted
power, attributed to leveraging the primary user (PU) feedback
overheard at the SU, at no additional complexity or hardware
cost. We characterize the EC performance improvement for the
SU, in the presence of a feedback-based sensing scheme, under
the signal-to-interference-plus-noise ratio (SINR) interference and
collision models. Toward this objective, we develop a Markov
chain model for feedback-based sensing to compare the perfor-
mance of a two-link network, a single secondary link, and a
primary network abstracted to a single primary link, with and
without primary-feedback exploitation. We prove that exploiting
the primary feedback at the secondary transmitter improves the
EC of the SU under the SINR interference model. On the other
hand, interestingly, exploiting the PU feedback messages does not
enhance the EC of the SU under the collision model. Nevertheless,
exploiting the PU feedback reduces the SU average transmitted
power under the two aforementioned models. Finally, we present
numerical results, for plausible scenarios, that support our analyt-
ical findings.

Index Terms—ARQ Feedback, cognitive radio, collision chan-
nel, effective capacity, interference channel, packet delay.

I. INTRODUCTION

W IRELESS communication has become a major chal-
lenge worldwide due to the widespread use of handheld

and mobile devices and the unprecedented growth of mobile
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users competing for the limited wireless spectrum. Furthermore,
it has been reported by the U.S. Federal Communications Com-
mission that 70% of the “licensed” spectrum goes unutilized in
some geographical locations at some time [2]. Cognitive radios
(CRs) have been extensively studied over the past decade due
to their opportunistic, agile, and efficient spectrum utilization
advantages, which enable secondary users (SUs) to use the
frequency bands allocated (licensed) to the primary users (PUs),
without causing destructive interference. An overview of the
CR principals and challenges can be found in [3]–[5].

In a typical CR setting, the secondary transmitter senses
the PU activity and then decides whether to access the chan-
nel or not, according to the sensing outcome. This setting is
problematic in the sense that cognitive users are not aware
of their impact on the primary network, apart from the usual
sensing errors. Based on [6]–[8], the SU transmitter may exploit
information on the PU activity, by overhearing the feedback
sent from the primary receiver to the primary transmitter, before
sensing the medium. For instance, optimizing the SU channel
access decision has been proposed in [9], where Arafa et al.
investigated the PUs’ stability and the SUs’ performance by
exploiting the PU feedback under the collision model [10].
The idea of exploiting the primary-link automatic repeat re-
quest (ARQ) messages is not new, and a similar idea has
been studied in [11], where the SUs communicate only during
primary ARQ rounds. However, the question is how to utilize
the feedback messages. In particular, our system differs in
the scheme exploiting the feedback messages. In addition,
our prime focus is to characterize the SU performance under
statistical delay constraints with the aid of the “effective ca-
pacity” (EC) mathematical framework, which was originally
introduced in [12]. Other works have considered alternative ap-
proaches to improve the SU performance through relaying, for
instance, [13].

Supporting quality of service (QoS) has been another daunt-
ing challenge for wireless networks. QoS provisions for CR
networks, in particular, have received limited attention from
the community. Real-time applications targeted by CRs in this
paper require QoS provisions, e.g., delay constraints. One ap-
proach to mathematically formulate and quantify the impact of
delay constraints on the wireless link throughput is the concept
of EC [12]. The EC is considered the wireless dual concept to
the effective bandwidth, which was originally coined for wired
networks in [14].

The EC for interference- and delay-constrained CR re-
lay channels is characterized in [15] under Nakagami fading
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channels. In [16] and [17], queuing models are employed to
evaluate the average delay of packets in CR networks (CRNs),
using timeout analysis characteristics. In addition, Musavian
and Aissa [18] investigated the CRN fundamental capacity
limits with imperfect channel knowledge. In [19], which serves
as the baseline for our work, Akin and Gursoy characterized
the EC of a CRN under statistical QoS constraints and different
assumptions on the availability of channel state information
(CSI). Furthermore, exploiting the PU feedback is not incor-
porated into the model or studied in [19]. In [20], the EC limits
for CRNs are established, under peak interference constraints.
Moreover, it is shown that for a stricter delay requirement, the
EC will not benefit much from relaxing the peak interference
constraint. In addition, Shakkottai [21] studied a multiuser
formulation of the EC with QoS constraints and proposed a
channel-aware greedy scheduling policy as well as a channel-
aware max-queue scheduling policy. It has been shown that
those algorithms, despite yielding the same long-term through-
put in the absence of QoS constraints, exhibit drastically differ-
ent performance under QoS constraints. However, none of the
aforementioned studies have explored the effect of exploiting
the PU feedback on the secondary-link EC.

The objective of this work is to address the fundamental
question of whether exploiting the PU feedback at the SU
enhances its EC and, if so, to what extent. The “feedback part”
of the question is triggered by recent evidence in the literature
of its strong potential, which has yet to be fully reaped. This
is of particular importance since our proposed scheme does not
incur any additional complexity or hardware cost. Toward this
objective, we utilize the EC as a sound mathematical framework
for characterizing the throughput of delay-constrained wireless
links.

Our contribution in this work is multifold. First, we model
and analyze the impact of overhearing the primary ARQ feed-
back on the EC of a CR link targeting opportunistic real-time
communications. To the best of the authors’ knowledge, this
is the first attempt toward addressing this problem in the open
literature. Second, we conduct a mathematical analysis for the
proposed access scheme, based on the theory of nonnegative
matrices, under the SINR (interference) and collision models
[10]. Third, we establish proofs showing that overhearing the
primary-receiver feedback not only enhances the SU EC under
the SINR interference model but also reduces its average trans-
mitted power under both models. Finally, we show, with the aid
of numerical results, the effect of the PU feedback on the SU
EC and average transmitted power while varying the system
parameters.

The rest of this paper is organized as follows. A background
on the EC is given in Section II. The system model and under-
lying assumptions are presented in Section III. In Sections IV
and V, our main contributions and proofs are introduced, where
the EC, with and without primary-feedback exploitation, is ana-
lyzed under two interference models. The analysis is conducted
under the interference model first since the collision model
is considered a special case, as shown later. Afterward, we
present the PU performance analysis in Section VI. Finally,
the conclusions are drawn and potential directions for future
research are pointed out in Section VII.

Fig. 1. System model.

II. BACKGROUND: EFFECTIVE CAPACITY

The well-known notion of the information-theoretic capacity,
or channel capacity, which was established by Shannon in
1948, is defined as the tightest upper bound on the amount
of information that can be reliably transmitted over a com-
munication channel [22]. In [12], Wu et al. introduced the
fundamentally different notion of EC of a wireless link as
the maximum constant arrival rate that can be supported by
a given channel service process while satisfying a statistical
QoS requirement specified by the QoS exponent, which is
denoted by θ. Hence, the EC concept facilitates capturing the
delay constraint of a wireless link without going into complex
queuing analysis.

As defined in [12], let Q denote the stationary queue length
and θ denote the decay rate of the tail distribution of queue
length Q, that is

lim
q→∞

log Pr(Q ≥ q)

q
= −θ. (1)

While θ depends on the arrival and service process statistics,
it bounds the maximum delay (or buffer length) that can be
supported by a given wireless link and target values of the buffer
length violation probabilities. It has been established in [12]
that the EC for a given QoS exponent, i.e., θ, is given by

− lim
t→∞

1
θt

loge E
{
e−θr̄(t)

}
= −Λ(−θ)

θ
(2)

where Λ(θ)=limt→∞(1/t) loge E{eθr̄(t)}, r̄(t)=
∑t

k=1 r(k),
represents the time accumulated service process, and {r(k),
k = 1, 2, . . .} is the stochastic service process.

III. SYSTEM MODEL

In this paper, we consider a time-slotted system, as shown in
Fig. 1. The primary network is abstracted by a single primary
link. We assume a single frequency channel where the primary
transmitter accesses the channel whenever it has a packet to
send. It is worth noting that our analysis is general enough
and holds for an arbitrary number of PUs trying to access the
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channel. A single SU attempts to access the medium with a
certain policy, to be described later, based on the spectrum
sensing outcome. The SU is assumed to have a packet to send at
the beginning of each time slot. Data are transmitted in frames
of duration T seconds, where each frame fits exactly in a single
time slot. We assume that the first τ seconds of the slot duration
T are used by the SU to sense the licensed spectrum. Although
we consider a system with one frequency channel, as previously
noted, the analysis presented in this paper holds for practical
settings with multiple orthogonal frequency channels.

Throughout this paper, we refer to the system that exploits
the PU feedback messages as the “feedback-aided system.” The
baseline that does not exploit the PU feedback is simply the
“no-feedback system.” The EC of both systems is analyzed un-
der the interference and collision models [10]. The SU attempts
to transmit packets with power P1 or P2 when the channel
is sensed as busy or idle, respectively, where P1 < P2. These
power levels correspond to the SU transmission rates, i.e., r1
and r2, for busy and idle channels, respectively. Ideally, the
medium should be sensed busy when the PU is transmitting, and
idle otherwise. However, typical sensing errors incorporated
into our model give rise to false-alarm and misdetection events.
Simple energy detection [5] is adopted as the spectrum sensing
mechanism.

The discrete-time secondary-link input–output equations for
idle and busy channels in the ith symbol duration are given,
respectively, by

y(i) = h(i)x(i) + n(i) i = 1, 2, . . . (3)

y(i) = h(i)x(i) + Ip(i) + n(i) i = 1, 2, . . . (4)

where x(i) and y(i) represent the complex-valued secondary-
channel input and output, respectively. h(i) denotes the sec-
ondary transmitter–receiver channel fading coefficient, Ip(i)
is the interference signal from the primary network to the
SU, and n(i) is the additive noise at the secondary receiver
modeled as a zero-mean circularly symmetric complex Gaus-
sian random variable with variance E{|n(i)|2} = σ2

n. The PU
interference on the SU, i.e., Ip(i), is approximated as Gaussian
noise with variance σ2

Ip
. The channel bandwidth is denoted W .

The channel input is subject to the following average energy
constraints: E{|x(i)|2} ≤ P1/W or E{|x(i)|2} ≤ P2/W, ∀ i,
when the channel is sensed busy or idle, respectively. We
consider a block-fading channel model and assume that the
fading coefficients remain constant for duration T seconds (i.e.,
one slot duration) and change independently from one slot
to another. The fading coefficients are assumed to have an
arbitrary distribution with finite variance, that is, E{|h(i)|2} =
E{ζ(i)} = σ2

h < ∞, where |h(i)|2 = ζ(i). We assume that the
CSI is available only at the receiver, but not at the transmitter.

A. Feedback-Aided Channel Access Scheme

In the proposed model, we leverage an error-free primary-
feedback channel. The primary receiver sends a feedback at the
end of each time slot to acknowledge the reception of packets.
More specifically, the PU receiver sends an ACK if a packet is
correctly decoded or a NACK if the packet is lost. The failure

of reception is attributed to the primary-link outage. In case of
an idle slot, no feedback is sent. The SU is assumed to over-
hear this zero-delay primary feedback perfectly (i.e., without
errors). Although this assumption is somewhat optimistic, it is
justified by the fact that feedback messages are typically short
(essentially one bit in our system) and are transmitted over a
dedicated control channel that is highly protected by strong
channel codes, due to their utmost importance. In addition,
this assumption renders the model mathematically tractable and
allows us to focus on the fundamental issues at this fresh look at
the problem. Nevertheless, the analysis of imperfect feedback
is an important extension and is left as a potential subject for
future research.

Based on the “overheard” PU feedback, the SU acts as
follows: If an ACK/no feedback is heard, the SU normally
behaves and starts sensing the channel in the next time slot.
However, if a NACK is overheard, the SU transmits with lower
power in the next time slot. Thus, “sure” high interference
events are avoided in the next slot, since the reception of a
NACK triggers the PU to retransmit in the next time slot with
probability 1.

We assume that the PU occupies the wireless channel with a
fixed prior probability μ [15], [19]. It is well known that the SU
spectrum sensing task can be formulated as a binary hypothesis
testing problem between the additive white Gaussian noise n(i)
and the primary signal Ip(i) added to the noise [23]. Given τW
complex symbols in the sensing duration (τ seconds), this can
be expressed as

H0 : y(i) =n(i), i = 1, . . . , τW (5)

H1 : y(i) = Ip(i) + n(i), i = 1, . . . , τW. (6)

We can write down the probabilities of false alarm Pf and
detection Pd, which are standard for our system model, as
follows:

Pf = Pr(S > λ|H0) = 1 − P

(
τWλ

σ2
n

, τW

)
(7)

Pd = Pr(S > λ|H1) = 1 − P

(
τWλ

σ2
Ip

+ σ2
n

, τW

)
(8)

where λ is the energy detection threshold, S = (1/τW )∑τW
i=1 |y(i)|2 is the test statistic, and P (x, a) denotes the

regularized lower gamma function defined as P (x, a) =
(γ(x, a))/(Γ(a)), where γ(x, a) is the lower incomplete
gamma function. The test statistic S is a chi-square distributed
random variable with 2τW degrees of freedom [23].

It is worth noting that our prime focus in this paper is on the
SU performance, since exploiting the PU feedback at the SU
will not harm the PU. On the contrary, it will always result in
an enhanced PU performance, as demonstrated in Section VI,
since the extra feedback information will result in “refining” the
PU sensing activity at the SU.

In the following two sections, we analyze the SU EC under
two interference models.
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IV. EFFECTIVE CAPACITY ANALYSIS UNDER THE

SIGNAL-TO-INTERFERENCE-PLUS NOISE RATIO

INTERFERENCE MODEL

Here, we characterize the EC of the SU for the no-feedback
and feedback-aided systems, under the SINR Interference
model. For the system with no feedback, we present the adopted
Markov chain model and then characterize the EC of the SU.
The model and analysis are then extended to the feedback-aided
system.

The CR setting considered under the SINR interference
model can be thought of as a “hybrid” scheme [24], i.e., it is
neither a pure underlay nor an interweave CR system. It inherits
the channel sensing process from the interweave model. It also
coexists with the PU, albeit at lower power levels and rates,
following the underlay model. Recall that the medium is busy
with a constant PU activity probability, i.e., μ. Next, we develop
the Markov chain governing the channel sensing dynamics.

Based on the system model in Section III, the sensing process
yields one of four possible outcomes.

1) Channel is busy and detected busy, denoted (B-B): The
SU transmits using {r1, P1}, where r1 and P1 are the low
transmission rate and power, respectively.

2) Channel is busy and detected idle (misdetection), denoted
(MD): The SU transmits using the high transmission rate
and power, namely, {r2, P2}.

3) Channel is idle and detected busy (false alarm), denoted
(FA): The SU transmits using {r1, P1}.

4) Channel is idle and detected idle, denoted (I-I): The SU
transmits using {r2, P2}.

By the Gaussian approximation for the PU interference, i.e.,
Ip(i), we can express the SU instantaneous channel capacity in
the given four scenarios as follows:

C(i)l = W log (1 + SNRlζ(i)) , l = 1, 2, 3, 4

where SNR1 = P1/(W (σ2
n + σ2

Ip
)), SNR2 = P2/(W (σ2

n +

σ2
Ip
)), SNR3 = P1/(W (σ2

n)), and SNR4 = P2/(W (σ2
n)).

Assuming that the SU transmitter does not know the CSI, the
fixed rates, i.e., r1 and r2, may/may not exceed the instanta-
neous channel capacity, i.e., C(i). Therefore, the channel can
be either OFF (outage) or ON, depending on whether the fixed
transmission rate exceeds the instantaneous channel capacity or
not, respectively, in a given time slot. If the channel is OFF,
reliable communication is not attainable, and hence, the packet
has to be retransmitted. Thus, an ARQ mechanism is assumed
for the SU link to acknowledge the reception of packets and
ensure that erroneous data are retransmitted. Accordingly, the
effective transmission rate in the OFF states is zero. The Markov
chain, which models the different sensing outcomes and chan-
nel ON/OFF states, is discussed next.

The Markov chain is fully characterized by its transition
probability matrix RM×M defined as

RM×M = [pi,j ], 1 ≤ i, j ≤ M

whereM is the number of states. Based on the proof established
in [25, Ch. 7] for Markov-modulated processes, the EC for the

Fig. 2. Markov chain model for the “no-feedback exploitation” system under
the SINR interference model.

no-feedback baseline system can be expressed as follows:

EC(θ) = −Λ(−θ)

θ
=

−1
θ

logesp (D(−θ)R) . (9)

The matrix R is the state transition matrix previously de-
fined, where sp(D(−θ)R) is the spectral radius of the ma-
trix D(−θ)R, that is, the maximum of the absolute of all
eigenvalues of the matrix. Thus, to characterize the EC, the
problem boils down to deriving the eigenvalues of the matrix
D(−θ)R. D(−θ) is a diagonal matrix defined as D(−θ) =
diag(d1(−θ), d2(−θ), . . . , dM (−θ)) whose diagonal elements
are the moment-generating functions of the Markov process
in each of the M states. Next, we characterize the EC for the
system, in case of no-feedback exploitation at the SU.

A. No-Feedback Exploitation (Baseline)

A 12-state Markov chain is constructed to capture all possible
sensing outcomes and channel ON/OFF states and incorporate
the PU ACK/NACK feedback, as will be illustrated next. This
is in contrast to the model developed in [19], which does not
consider the PU feedback, our prime interest here. The 12-state
Markov chain is shown in Fig. 2, where only the transitions
from and into the first state are shown for ease of exposition.

States 1–8 model the system under normal conditions, i.e.,
when the PU accesses the medium with a fixed prior probability,
i.e., μ, as previously mentioned. These eight states simply
capture the four possible sensing outcomes (B-B, MD, FA, and
I-I) under the two possible channel outage states, namely, ON

and OFF. For instance, the system will be in state 1 if the PU
is sending a new packet with probability μ; hence, the channel
is busy, and the SU successfully detects the PU activity and,
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accordingly, sends a secondary packet at low rate and power,
i.e., r1 and P1. The difference between states 1 and 2 is that at
state 1 (ON), r1 < C(i), whereas at state 2 (OFF), r1 > C(i).
The state transitions are governed by the sensing outcomes,
channel instantaneous capacity at each time slot, and the PU
feedback, as will be illustrated later.

On the other hand, the last four states (states 9 through 12)
capture the subtle differences between the feedback and no-
feedback systems. In particular, they model the system when
the PU receiver sends a NACK, which changes the behavior
of the primary transmitter to retransmit the failed packet with
probability 1 (not μ as in normal conditions) in the next time
slot.1 For instance, state 9 (ON) and state 10 (OFF) represent
the (B-B) (i.e., correct sensing case), when the PU retransmits.
The same argument applies to states 11 (ON) and 12 (OFF),
for the (MD) case (i.e., incorrect sensing result) when the
PU retransmits. The probability to move into any of the last
four states (9–12) will be a function of the primary-link
outage probability Pr(outage), which will be characterized in
Section VI.

Under the SINR interference model, it should be noted that
there exist two different outage probabilities over the primary
link, i.e., Pr(outage1) and Pr(outage2), corresponding to the
cases where the SU is transmitting with power levels P1 and P2,
respectively. Based on the assumption that primary-link failure
is caused solely by outage, it is straightforward to show that
Pr(outage1) = Pr(NACK′) and Pr(outage2) = Pr(NACK′′),
where Pr(NACK′) is the probability of overhearing a NACK
message from the primary receiver at a given time slot when
the SU is transmitting with power P1 and rate r1 in that time
slot. Similarly, Pr(NACK′′) is the probability of overhearing a
NACK message at any time slot, when the SU is transmitting
with power P2 and rate r2. Since P1 < P2, the PU will suffer
less interference when the SU is transmitting with the lower
power level P1, and hence, it is evident that Pr(NACK′) <
Pr(NACK′′). To use the same notation here and in the following
section, in which we present the feedback-aided system, we use
Pr(NACK) instead of Pr(outage).

To fully characterize our Markov chain, the transition proba-
bilities are illustrated as follows:

p1,1=μPd Pr(r1<C1(i+TW )|r1<C1(i))(1−Pr(NACK′))

=μPd Pr(ζ(i+TW )>ν1|ζ(i)>ν1)(1−Pr(NACK′))
(10)

where ν1 = (2r1/W − 1)/SNR1, the term Pr(r1 < C1(i+
TW )|r1 < C1(i)) represents the probability that the channel
is ON (SU not in outage), μ is the probability of a busy primary
channel, Pd is the probability of successful detection as given
in (8), and (1 − Pr(NACK′)) is the probability of no outage
in the primary link. Based on the assumption that the channel

1Note that the Markov chain in Fig. 2 is different from the Markov chain in
[19] with a different structure for the state transition matrix to incorporate the
PU feedback into the model.

fading changes independently from one slot to another, p1,1 can
be further simplified as follows:

p1,1 =μPd Pr (ζ(i + TW ) > ν1) (1 − Pr(NACK′))

=μPd Pr(ζ > ν1) (1 − Pr(NACK′)) . (11)

Using the relevant events, it can be shown that

pi,1 =

⎧⎪⎨
⎪⎩
p1 = μPd Pr(ζ > ν1), i = 5, 6, . . . , 12

p1 (1 − Pr(NACK′)) , i = 1, 2

p1 (1 − Pr(NACK′′)) , i = 3, 4

(12)

pi,2 =

⎧⎪⎨
⎪⎩
p2 = μPd Pr(ζ < ν1), i = 5, 6, . . . , 12

p2 (1 − Pr(NACK′)) , i = 1, 2

p2 (1 − Pr(NACK′′)) , i = 3, 4.

(13)

Similarly

pi,3 = p3 = μ(1 − Pd) Pr(ζ > ν2), i = 5, 6, . . . , 12 (14)

where ν2 = (2r2/W − 1)/SNR2, ν3 = (2r1/W − 1)/SNR3,
and ν4 = (2r2/W − 1)/SNR4.

Similar to states 1 and 2, the transition probabilities for states
4, 5, . . ., 8 can be characterized.2 However, for states 9, 10,
11, and 12, the transition probabilities are different since the
probability that the system enters these states is a function of
the PU outage probability, i.e.,

pi,9 =

⎧⎪⎨
⎪⎩
Pd Pr(NACK′) Pr(ζ > ν1), i = 1, 2

Pd Pr(NACK′′) Pr(ζ > ν1), i = 3, 4

0, otherwise

(15)

pi,11 =

⎧⎪⎨
⎪⎩
(1 − Pd) Pr(NACK′) Pr(ζ > ν2), i = 1, 2

(1 − Pd) Pr(NACK′′) Pr(ζ > ν2), i = 3, 4

0, otherwise.
(16)

Similar to (15) and (16), we characterize pi,10 and pi,12 by
only changing the probability of the “ON channel” to the “OFF

channel.”
To simplify the model, we assume that the system never stays

in states 9, 10, 11, or 12 for two successive time slots. This
assumption implies that the PU has only one retransmission
attempt. Despite the fact that this assumption is impractical,
we adopt it to avoid packet accumulation in the primary
queue. Moreover, this assumption does not affect our main
contribution since it is fairly adopted to both systems under
investigation. Nevertheless, this assumption can be relaxed to
the general case of k transmission attempts, but at the expense
of more states, transitions, and, thus, complexity of the adopted
Markov chain model. It is also evident that no transitions are
permitted from states 5 through 8 to states 9 through 12 since
it is impossible for the primary receiver to send a NACK while
being idle (i.e., the primary transmitter did not transmit in that
slot).

2The transition probabilities for states 4, 5, . . ., 8 are omitted due to space
limitations.
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It is worth noting that our baseline no-feedback system is not
comparable to the system studied in [19]. The main difference
is captured in the role of the additional states we have, i.e.,
states 9, 10, . . ., 12. Although both of the systems assume
no-feedback overhearing, our proposed system takes into con-
sideration the fact that the behavior of the PU will change in
response to the NACK message received from the PU receiver.
Specifically, the PU will access the medium with probability 1
when receiving a NACK for retransmission. However, in the
system studied in [19], the PU is assumed to access the medium
with a fixed probability every time slot from the SU point
of view.

By now, we have completely specified the transition proba-
bility matrix R12×12. The moment-generating function corre-
sponding to each state depends on the effective rate of each
state, i.e.,

D(−θ) = diag
{
e−(T−τ)θr1 , 1, e−(T−τ)θr2, 1, e−(T−τ)θr1, 1

e−(T−τ)θr2, 1, e−(T−τ)θr1 , 1, e−(T−τ)θr2, 1
}
. (17)

In the following section, we compare the average power
transmitted by the SU under both systems. Thus, the average
power transmitted by the SU in case of no-feedback exploita-
tion, which is denoted as PavgN , can be computed as follows:

PavgN = P1

∑
i=1,2,5,6,9,10

πi + P2

∑
i=3,4,7,8,11,12

πi (18)

where πi is the steady-state probability of state i, and P1 and
P2 are the SU transmission power values as previously defined.

B. Feedback-Aided Scheme

In case the SU overhears and exploits the PU feedback for
channel access, two scenarios arise. First, if the SU overhears
a NACK, it does not sense the channel in the next time slot
as the PU will retransmit with probability 1. Hence, the SU
transmits with low power and rate (i.e., P1 and r1) in this slot.
On the other hand, if no NACK message is overheard by the SU,
it normally behaves (similar to the baseline system) and starts
sensing the channel at the beginning of the next time slot, since
the PU may or may not be active.

In this system, we construct a ten-state Markov chain, as
shown in Fig. 3. States 1 through 8 model exactly the same
behavior as the baseline no-feedback exploitation system. On
the other hand, states 9 (ON) and 10 (OFF) model the event
previously pointed out, which captures the fundamental differ-
ence between the two systems, that is, the secondary transmitter
overhearing a NACK message from the primary receiver. In
essence, overhearing the PU feedback affects the last four
states, in Fig. 2, which are reduced to two states corresponding
to hearing a primary receiver NACK, as shown in Fig. 3. In
the case of overhearing a NACK, misdetections at the SU can
never occur (since no sensing is done, and the PU is known
to be active); therefore, the last two states (states 11 and 12)
in Fig. 2 are not needed in the feedback-aided scheme. Hence,
the SU would always transmit with lower power P1 and rate

Fig. 3. Markov chain model of the feedback-aided system under the interfer-
ence model.

r1 while in states 9 and 10. This, in turn, yields the ten-state
Markov chain as follows.

1) States 1–8: B-B, . . ., I-I: The behavior in case of ACK/no
feedback is exactly similar to the no-feedback exploita-
tion baseline.

2) States 9 and 10: a NACK is heard, (FB): The SU always
transmits using {r1, P1}.

Note that the state transition probabilities between the first
eight states are the same as the no-feedback exploitation sys-
tem. This is attributed to the fact that both systems experience
exactly the same behavior and dynamics in case of ACK or
no feedback. On the other hand, the transition probabilities for
states 9 and 10 would be as follows:

pi,9 =

⎧⎪⎨
⎪⎩
Pr(NACK′) Pr(ζ > ν1), i = 1, 2

Pr(NACK′′) Pr(ζ > ν1), i = 3, 4

0, otherwise

(19)

where Pr(NACK′) is the probability of hearing a NACK from
the primary receiver when the SU transmits is using P1 and
r1, which is the case at states 1 and 2. Pr(NACK′′) is the
probability of hearing a NACK from the primary receiver when
the SU transmits using P2 and r2 at states 3 and 4. On the
other hand, being at any other state can never cause the SU
to overhear a NACK message from the PU and, hence, no
transitions from states 5–8 to state 9. Similarly, we characterize
pi,10 as in (19) by simply changing the probability of the ON

channel to the OFF channel.
Accordingly, we construct the transition probability ma-

trix R10×10. Since the EC is characterized using the spectral
radius of matrix D(−θ)R, the moment-generating functions
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TABLE I
SYSTEM PARAMETERS

corresponding to each state depend on the effective rate of that
state, where

D(−θ) = diag
{
e−(T−τ)θr1, 1, e−(T−τ)θr2 , 1, e−(T−τ)θr1

1, e−(T−τ)θr2, 1, e−Tθr1, 1
}
. (20)

The given model and analysis enable us to quantify the CR-
link performance gains in terms of EC that is attributed to PU
feedback exploitation. The main result of this paper is presented
in the following theorem (the proof is given in Appendix A).

Theorem 1: Under the SINR interference model, the EC of
the feedback-aided system is always greater than the EC of the
no-feedback exploitation system.

C. Average Transmission Power

Along the lines of Section IV-A, the average power transmit-
ted by the SU under the feedback system is given by

PavgF = P1

∑
i=1,2,5,6,9,10

π̃i + P2

∑
i=3,4,7,8

π̃i (21)

where π̃i denotes the Markov chain steady-state probability.
The numerical results presented in the following section con-
firm our major findings established in Theorem 1 and provide
further insight into the key parameters governing the operation
of the proposed feedback-aided access scheme.

D. Numerical Results

Here, we present numerical results that back up our analytical
findings and support our main contribution. The values used for
the system parameters are given in Table I. Since there is no
closed-form expression for the EC, there is no clear guideline
on the choice of the rates r1 and r2. Hence, we studied the
proposed system guided by widely accepted wireless standard
parameters for r1 and r2, namely, IEEE 802.11g. It should be
noted that although the particular choice of rates r1 and r2 has
an effect on the performance gains due to feedback exploitation,
it does not have an effect on the observed trends or relative
performance of the studied schemes, backed up by theory
(see Theorem 1). The detailed numerical results provide an
illustration for the role of our main system parameters, e.g., the
delay exponent θ, the sensing duration τ , and the PU activity μ.

Fig. 4 plots the EC for the feedback-aided (FB) and the
no-feedback exploitation (No FB) systems versus the delay
exponent, i.e., θ. We fix the sensing duration to 30% of the slot
duration for which Pf = 0.304 and Pd = 0.84 according to (7)
and (8). Clearly, as delay exponent θ increases (stricter delay
requirement), the EC (the maximum rate that the network can
sustain in bits per second per hertz) decreases. The same result
can be easily distilled from the EC definition in (2). Moreover,

Fig. 4. PU feedback exploitation enhances the EC under the SINR interference
model.

Fig. 5. EC as a function of the sensing-to-slot-duration ratio under the SINR
interference model.

it is shown that feedback exploitation yields SU EC gains. As θ
increases, the performance gain decreases since the stricter QoS
constraint limits the SU throughput, and hence, both systems
converge to the maximum arrival rate that can be supported by
the secondary link [12].

In Fig. 5, the EC is plotted versus the sensing duration τ ,
represented as a percentage of the slot duration T . It shows
that, for a fixed delay exponent θ and other system parameters,
as the sensing duration increases, the portion of the time slot
left for data transmission, i.e., T − τ , becomes smaller, yielding
lower EC. One may expect that when τ = T , the EC should
completely vanish; however, the feedback-aided system still
sustains a nonzero EC for the SU. This is attributed to the fact
that when the SU overhears a NACK message, it does not sense
the medium in the next time slot and sends with power level P1

and rate r1, as previously explained, without wasting the time
slot in the sensing process.
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Fig. 6. Pf and Pd as functions of the sensing-to-slot-duration ratio.

Fig. 7. EC versus PU activity probability μ under the SINR interference model.

To get a deeper insight into the fundamental tradeoff between
sensing accuracy and EC, we plot Pf and Pd versus sensing
duration τ , in Fig. 6, for different energy detection thresholdsλ.

Obviously, increasing τ enhances the probability of detection
and, hence, reduces the sensing errors of false alarm and misde-
tection. On the other hand, in Fig. 5, we showed that increasing
τ reduces the EC as previously explained. This gives rise to
a fundamental tradeoff with respect to the optimal sensing
duration that strikes a balance between low Pf and Pd (which
favors large τ ) and saving a large portion of the slot T for data
transmission (which favors small τ ). Optimizing this tradeoff is
out of the scope of this work and is a subject of future research.

In Fig. 7, the EC (bit/s/Hz) is plotted versus the PU access
probability, i.e., μ. It is obvious that the EC of both systems
decreases as the PU becomes more active. Moreover, it is
evident that the amount of improvement due to exploiting the
PU feedback increases as μ increases. As μ increases, the PU
is occupying the medium more frequently and, hence, sends
more packets and receives more feedback messages, and the
SU senses the channel busy in more slots. Therefore, the role of
feedback prevails more, and the EC gains increase. It is worth
noting that even at PU activity probability of μ = 1, the EC
does not completely vanish. This is due to the characteristics of
the interference model adopted in this section, which allows the
PU and the SU to coexist, as long as the interference is within
tolerable levels.

Fig. 8. Average transmission power of the SU versus PU activity probability μ
under the SINR interference model.

Fig. 9. SU EC versus SU power level P1 (P1 from 0 to P2).

In Fig. 8, we plot the average transmit power, for both
systems, versus the PU prior activity probability μ. The average
transmission power decreases as the PU activity (μ) increases,
since the channel becomes busy with higher probability. The
SU saves power in case of the feedback-aided scheme by
avoiding outage and interference with the PU if a NACK is
received, as derived in (18) and (21). Assuming P1 = 0.5 ×W
and P2 = 2 ×W unit power, it is shown in Fig. 8 that the SU
has slightly lower average transmission power when it exploits
the PU feedback.

In Fig. 9, we plotted the EC of the SU versus the transmitting
power level P1 increasing from zero to P2. It is clear that
increasing the transmitting power increases the signal-to-noise
ratio for the SU TX, hence getting higher EC. On the other
hand, transmitting with high power while the PU is accessing
the medium will result in high interference to the PU and,
hence, more NACKs due to unsuccessful packet transmissions.
In turn, the SU will access the medium more with lower
rates and power levels, which reduces its EC. At the extreme
scenario when the SU is using P1 = P2, the no-feedback and
feedback systems return the same EC as the SU is not properly
responding to the PU NACKs overheard and totally ignoring it.

Next, we characterize the EC for both access schemes under
the simpler collision model widely adopted in the literature and
show its limitations.
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V. EFFECTIVE CAPACITY ANALYSIS UNDER THE

COLLISION MODEL

Here, we shift our attention to the collision model, which is
widely adopted in the literature due to its simplicity. However,
in our problem context, we unveil a fundamental shortcoming
of the this model, which completely precludes any EC benefits
attributed to exploiting the PU feedback. Under the collision
model, the SU senses the channel at the beginning of each time
slot. If the channel is sensed idle, the SU transmits packets with
fixed power level P and rate r. On the other hand, if the channel
is sensed busy, the SU backs off in this time slot, and hence, it
is a pure interweave CR scheme. Along the lines of Section IV,
we compare two SU access schemes, namely, a system with no-
feedback exploitation and a feedback-aided scheme. The EC is
characterized for both systems based on (9).

A. No-Feedback Exploitation (Baseline)

In this case, we propose a six-state Markov chain where the
first four states capture all possible sensing outcomes (B-B,
MD, FA, and I-I).

The PU is assumed to be active with probability μ. States 5
and 6 model the (B-B) and (MD) cases, respectively, when the
PU retransmits data after suffering an outage event [i.e., the PU
occupies the channel with probability Pr(outage)]. Therefore,
the system occupies one of the last two states in the next time
slot, if and only if the PU channel is in outage in the current
time slot.

Let pi,j denote the transition probability from state i to state j.
The Markov chain modeling the system is shown in Fig. 10.
The state transition probability matrix for the no-feedback
exploitation scheme RN is given by (22), shown at the bottom
of the page, where p1=μPd, p2=μ(1−Pd), p3=(1−μ)Pf ,
p4=(1−μ)(1−Pf), and Pr(NACK) = 1 − Pr(NACK). Now,
we have completely specified the transition probability matrix,
i.e., RN , for M = 6 states.

To fully characterize the EC of the no-feedback exploitation
scheme under the collision model, we need to get the maxi-
mum eigenvalue of the matrix D(−θ)RN, which can be ex-
pressed as

EC(θ) = −Λ(θ)

−θ
=

−1
θ

loge sp (D(−θ)RN) (23)

where D(−θ) = diag{1, 1, 1, e−(T−τ)θr, 1, 1}, r denotes the
rate used by the SU, and θ is the delay exponent as pointed out
in Section II.

Fig. 10. Markov chain of the no-feedback exploitation system under the
collision model.

Fig. 11. Markov chain of the feedback-aided system under the collision model.

B. Feedback-Aided Scheme

Here, we analyze the EC under the collision model when the
SU exploits the PU feedback messages. It is shown that the
dynamics of this system are modeled as a five-state Markov
chain shown in Fig. 11, as opposed to the six-state Markov
chain of the no-feedback exploitation scheme. Once more, the
first four states capture all possible channel sensing outcomes
(B-B, MD, FA, and I-I), and the last state represents the case of
“no sensing,” whereby the SU overhears a “NACK” message

RN =

⎡
⎢⎢⎢⎢⎢⎢⎣

p1Pr(NACK) p2Pr(NACK) p3Pr(NACK) p4Pr(NACK) pd Pr(NACK) (1− pd) (Pr(NACK))
0 0 0 0 pd 1 − pd
p1 p2 p3 p4 0 0
p1 p2 p3 p4 0 0
p1 p2 p3 p4 0 0
p1 p2 p3 p4 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(22)



ANWAR et al.: EC OF DELAY-CONSTRAINED COGNITIVE RADIO LINKS EXPLOITING PRIMARY FEEDBACK 7343

from the PU receiver. The SU successfully transmits with rate
r only at state 4 (I-I), at which the channel is idle and sensed
idle, and backs off or causes a collision otherwise. The state
transition probability matrix of the feedback-aided scheme, i.e.,
RF , is given by (24), shown at the bottom of the page.

Again, to characterize the EC of the feedback-aided CR
link under the collision model, we need to find the max-
imum eigenvalue for matrix D(−θ)R, where D(−θ) =
diag{1, 1, 1, e−(T−τ)θr, 1}. Finally, the following theorem es-
tablishes a fundamental result that constitutes a major contribu-
tion of this paper.

Theorem 2: Under the collision model, the EC of the
feedback-aided system is equal to the EC of the no-feedback
exploitation system.

This result is proven in Appendix B.

C. Average Transmission Power

In terms of power, the SU will save transmission power in the
feedback-aided system by avoiding sure collisions with the PU
transmissions, due to overhearing NACK messages. This can be
shown as follows. The average SU transmission power for the
feedback-aided scheme is given by

PavgF = P.{π2 + π4}. (25)

On the other hand, the average transmission power for the
system with no-feedback exploitation is given by

PavgN = P.{π2 + π4 + π6} (26)

where πi is the steady-state probability of state i, and P is the
SU transmission power.

D. Numerical Results

Fig. 12 shows the EC of the secondary link, under the no-
feedback exploitation and feedback-aided access schemes, ver-
sus the delay exponent, i.e., θ, under the collision model. These
results are generated using the following system parameters:
T = 0.1 ms, τ = 0.3 × T s, W = 20 MHz, r = 27 Mb/s, μ =
0.7, λ = 1.85, σ2

Ip
= 1, σ2

n = 1, and P1/W = 0.05 w/Hz. It
is evident that the EC decays as delay exponent θ increases.
This result agrees with intuition since more stringent delay
requirements give rise to a reduced EC. Second, it is evident
in Fig. 12 that there is no EC gain attributed to the feedback
exploitation in the collision model. This can be easily justified
by the fact that in the case of overhearing a NACK from the
PU receiver, the SU backs off in the next slot and, hence, has
no gain from that slot in terms of rate. Considering the system

Fig. 12. EC for the feedback-aided and no-feedback exploitation schemes
under the collision model.

Fig. 13. Average SU transmission power for the feedback-aided and no-
feedback exploitation schemes under the collision model.

with no feedback, the SU does not receive any gain from this
slot if it collides with the PU or if it correctly senses the channel
to be busy. Thus, the PU feedback provides no gain to the SUs
in terms of rates, under the collision model. In Appendix B, we
prove this result for Theorem 2.

Fig. 13 plots the average SU transmission power versus the
PU activity μ, for the no-feedback exploitation and feedback-
aided access schemes, under the collision model. Few com-
ments are in order. First, the average SU transmission power
is independent of the QoS exponent, i.e., θ; however, it decays
with μ as the PU uses the medium more frequently. This is
attributed to the fixed power policy used by the SU transmitter.
Second, the power saving under the feedback-aided scheme is
directly attributed to avoiding sure collisions upon overhearing
a NACK. This is in contrast to the system that does not exploit
the PU feedback where incorrect sensing results in wasted

RF =

⎡
⎢⎢⎢⎢⎢⎣
p1

(
Pr(NACK)

)
p2

(
Pr(NACK)

)
p3

(
Pr(NACK)

)
p4

(
Pr(NACK)

)
Pr(NACK)

0 0 0 0 1
p1 p2 p3 p4 0
p1 p2 p3 p4 0
p1 p2 p3 p4 0

⎤
⎥⎥⎥⎥⎥⎦ (24)
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Fig. 14. EC versus PU activity probability μ under the collision model.

power, particularly in the misdetection cases (i.e., states 2 and
6). In the feedback-aided system, the power is wasted only in
state 2.

Fig. 14 shows the relation between the SU EC and the PU
activity probability (μ). It can be explained in a manner similar
to the interference model in Section IV-C; however, the PU
feedback exploitation does not contribute EC gains under the
collision model, as previously discussed.

In the following section, we analyze the proposed feedback-
aided access scheme from the PU perspective.

VI. PRIMARY USER PERFORMANCE ANALYSIS

Analyzing the PU performance is of paramount importance
to ensure that the proposed SU access scheme does not ad-
versely affect the PU. Toward this objective, we characterize the
PU success rate under the SINR interference model, in the cases
of PU feedback-aided and no-feedback exploitation schemes.
Since the PU feedback exploitation is considered a sensing error
rectifier, we expect that if the SU overhears and utilizes the PU
feedback messages, the PU will suffer less interference or, at
most, the same interference level, whereas the SU gains in terms
of both the EC and power saving, as previously demonstrated.

Assuming that the primary channel and the channel be-
tween the SU transmitter and the PU receiver are independent
Rayleigh fading channels, we can show that the probability that
the PU receiver successfully decodes its packets, conditioned
on the SU power, is given by

Pr(Success|Psec) = e−δpprpN0/Pp

⎛
⎝ 1

1 +
δppPsecrp
Ppδsp

⎞
⎠ (27)

where Pp and Psec are the PU and SU power levels, respec-
tively, and rP is the PU transmission rate. Note that Psec takes
two values, i.e., P1 and P2, depending on the SU sensing
decision. The channel power gains for the primary link and be-
tween the SU transmitter and the PU receiver are exponentially
distributed with parameters δpp and δsp, respectively. We set
δpp = δsp = 0.1 for the numerical results depicted later.

Given the conditional PU success probability (conditioned
on the SU power), we can directly characterize the PU success

Fig. 15. PU success probability versus SU power level P1 (P1 from 0 to P2).

probability as follows:

Pr(Success)=
∑
Psec

Pr(Success|Psec)×Pr(Psec), Psec=P1, P2.

(28)

Pr(Psec) depends on the SU system dynamics and the
steady-state distribution of the Markov chain. In particular, the
SU transmits with power level P1 when the PU is sensed to
be active and with power level P2 when it is sensed idle, as
discussed in Section IV, under the no-feedback exploitation
scheme. For the feedback-aided scheme, the SU transmits with
power P1 if the PU is sensed to be active or if the SU overhears
a NACK message and transmits with power P2 when the PU is
sensed idle. Next, we show how Pr(Psec) can be computed for
the no-feedback exploitation scheme. Computing Pr(Psec) for
the feedback-aided scheme would follow the same steps and is
omitted due to space limitations. Thus

Pr(Psec = P1) =

∑
i=1,2,9,10 πi

β
(29)

Pr(Psec = P2) =

∑
i=3,4,11,12 πi

β
(30)

where πi is the steady-state distribution of the system Markov
chain shown in Fig. 2. Note that the PU success probability is
meaningful only in the states where the PU is active. Therefore,
in the last two expressions, we sum up over the states where
the PU is active and divide by the normalization factor β =∑

i=1,...,4,9,...,12 πi, which is the sum of state probabilities over
those states.

So far, we have characterized the PU success probability.
Next, we present numerical results to better understand the
interaction between the SU and PU performance.

In addition, we plotted the PU success probability P1 in
Fig. 15. As P1 increases from zero to P2, we notice that the
PU success probability decreases, since raising P1 causes more
interference to the PU. However, exploiting the PU feedback
messages by the SU does not degrade the PU probability of
success. More interestingly, the feedback-aided scheme used
by the SU results in less interference to the PU and, hence,
higher PU success probability. Therefore, we conclude that the
SU power level selection, i.e., P1 and P2, has a direct impact
on the PU performance.
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VII. CONCLUSION AND FUTURE WORK

In this paper, we have analyzed the EC of a CRN under
statistical QoS constraints. We prove analytically that exploit-
ing the primary-receiver feedback overheard at the secondary
transmitter yields performance gains, in terms of the SU EC
and power savings, under the interference model. However,
under the simpler collision model for the same system, the PU
feedback exploitation does not enhance the SU EC. In addition,
we showed that the PU feedback exploitation slightly reduces
the SU average transmission power under both interference
models. This work can be extended along multiple directions.
First, modeling and characterizing the EC for a system of
multiple SUs. Second, assessing and quantifying the potential
EC gains of cognitive relays along with PU feedback exploita-
tion. In addition, quantifying the effect of error-prone feedback
messages on the EC is another potential thrust for extending
this work.

APPENDIX A

First, we quantify the EC for the no-feedback exploitation
(baseline) system and then extend the analysis to the feedback-
aided system, for comparison. The EC of the system is gov-
erned by the spectral radius of matrix DN (−θ)RN .3 From
linear algebra, the spectral radius of a matrix is the maximum
absolute eigenvalue. The matrix DN (−θ)RN is given by

DN (−θ)RN =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1k1v k1p1,9 k1p1,10 k1p1,11 k1p1,12
a1v p2,9 p2,10 p2,11 p2,12
a2k2v k2p3,9 k2p3,10 k2p3,11 k2p3,12
a2v p4,9 p4,10 p4,11 p4,12
k1v 0 0 0 0
v 0 0 0 0
k2v 0 0 0 0
v 0 0 0 0
k1v 0 0 0 0
v 0 0 0 0
k2v 0 0 0 0
v 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(31)

where v=[p1 p2 p3 p4 p5 p6 p7 p8], a1=1−Pr(NACK′), a2=
1−Pr(NACK′′), k1=e(−(T−τ)r1θ), and k2=e(−(T−τ)r2θ).
From linear algebra, the eigenvalue basic equation is given by

wDN (−θ)RN = λNw (32)

3The subscript τ refers to no feedback.

where w = [w1 w2 w3 · · · w12] is the eigenvector correspond-
ing to the eigenvalue λN of matrix DN (−θ)RN . Performing
matrix multiplication in (32), we obtain

λNw1 = a1k1w1p1 + a1w2p1 + a2k2w3p1 + a2w4p1
+ k1w5p1 + w6p1 + k2w7p1 + w8p1 + k1w9p1
+ w10p1 + k2w11p1 + w12p1 (33)

or, equivalently, c1p1 = λNw1, where

c1 = a1k1w1 + a1w2 + a2k2w3 + a2w4 + k1w5 + w6

+ k2w7 + w8 + k1w9 + w10 + k2w11 + w12. (34)

Similarly, it can be shown that c1p2 = λNw2.
In general, c1pm = λNwm m = 1, 2, . . . , 8. Moreover,

we have

k1p1,9w1 + p2,9w2 + k2p3,9w3 + p4,9w4 = λNw9 (35)

from which we can get

w9 =
k1p1,9w1 + p2,9w2 + k2p3,9w3 + p4,9w4

λN
. (36)

Similarly

w10 =
k1p1,10w1 + p2,10w2 + k2p3,10w3 + p4,10w4

λN
(37)

w11 =
k1p1,11w1 + p2,11w2 + k2p3,11w3 + p4,11w4

λN
(38)

w12 =
k1p1,12w1 + p2,12w2 + k2p3,12w3 + p4,12w4

λN
. (39)

Substituting for w9, w10, w11, and w12 into the expression of
c1 in (34), we get (40), shown at the bottom of the page. Using
the expression for c1 from (40), we can express c1λN as given
in (41), shown at the bottom of the next page. Substituting by
λNwm = c1pm, m = 1, 2, . . . , 8, in (41) results in (42), shown
at the bottom of the next page. For nonnegative matrices, the
spectral radius, as well as the eigenvector corresponding to it,
are positive according to the Perron–Frobenius theorem [26].
This implies that c1 �= 0 for the spectral radius, and hence, it can

c1 =

(
a1k1 +

k21p1,9 + k1p1,10 + k1k2p1,11 + k1p1,12
λN

)
w1 +

(
a1 +

k1p2,9 + p2,10 + k2p2,11 + p2,12
λN

)
w2

+

(
a2k2+

k1k2p3,9 + k2p3,10 + k22p3,11 + k2p3,12
λN

)
w3 +

(
a2 +

k1p4,9 + p4,10 + k2p4,11 + p4,12
λN

)
w4

+ k1w5 + w6 + k2w7 + w8 (40)
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be canceled from both sides of the last equation. Constructing a
second-order equation in λN as follows:

λ2
N − a′λN − b′ = 0. (43)

It is clear that a′ and b′ are in terms of a1, a2, k1, k2, and
p1, . . . , p8; however, for now, we focus only on b′, i.e.,

b′ =
(
k21p1,9 + k1p1,10 + k1k2p1,11 + k1p1,12

)
p1

+ (k1p2,9 + p2,10 + k2p2,11 + p2,12)p2

+
(
k1k2p3,9 + k2p3,10 + k22p3,11 + k2p3,12

)
p3

+ (k1p4,9 + p4,10 + k2p4,11 + p4,12) p4. (44)

To complete the proof, we now shift our attention to the
feedback-aided system. Characterizing the EC through the
eigenvalue of matrix DF (−θ)RF .4 Along the same lines of
the no-feedback case, we have

ŵDF (−θ)RF =λF ŵ, ŵ = [ŵ1 ŵ2 ŵ3 · · · ŵ10]

(45)

DF (−θ)RF =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1k1v k1p̂1,9 k1p̂1,10
a1v p̂2,9 p̂2,10
a2k2v k2p̂3,9 k2p̂3,10
a2v p̂4,9 p̂4,10
k1v 0 0
v 0 0
k2v 0 0
v 0 0
k1v 0 0
v 0 0
k2v 0 0
v 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (46)

4The subscript F refers to feedback.

Similarly, we write the matrix multiplication output as
follows:

ĉ1p̂m =λF ŵm m = 1, 2, . . . , 8 (47)

ŵ9 =
k1p̂1,9ŵ1 + p̂2,9ŵ2 + k2p̂3,9ŵ3 + p̂4,9ŵ4

λF
(48)

ŵ10 =
k1p̂1,10ŵ1 + p̂2,10ŵ2 + k2p̂3,10ŵ3 + p̂4,10ŵ4

λF
(49)

ĉ1 =

(
a1k1 +

k21 p̂1,9 + k1p̂1,10
λF

)
ŵ1

+

(
a1 +

k1p̂2,9 + p̂2,10+

λF

)
ŵ2

+

(
a2k2 +

k1k2p̂3,9 + k2p̂3,10
λF

)
ŵ3

+

(
a2 +

k1p̂4,9 + p̂4,10
λF

)
ŵ4

+ k1ŵ5 + ŵ6 + k2ŵ7 + ŵ8. (50)

Following the same steps in the no-feedback system, we con-
struct a quadratic equation in λF as follows:

λ2
F − a′′λF − b′′ = 0 (51)

b′′ =
(
k21 p̂1,9 + k1p̂1,10

)
p1 + (k1p̂2,9 + p̂2,10) p2

+ (k1k2p̂3,9 + k2p̂3,10)p3 + (k1p̂4,9 + p̂4,10) p4. (52)

Writing a′, a′′, b′ and b′′ in terms of the nonnegative quantities
a1, a2, k1k2 and transition probabilities, we find that a′ = a′′ >
0. On the other hand, b′ > b′′, which directly implies from (43)
and (51) that λN > λF (i.e., the spectral radius of the feedback-
aided system is lower and, hence, gives higher EC), since the
EC is proportional to − log(spectral radius), as given in (9).

APPENDIX B

Now, we quantify the EC for the no-feedback exploitation
(baseline) system and the feedback-aided system under the

c1λN =

(
a1k1 +

k21p1,9 + k1p1,10 + k1k2p1,11 + k1p1,12
λN

)
× λNw1 +

(
a1 +

k1p2,9 + p2,10 + k2p2,11 + p2,12
λN

)
× λNw2

+

(
a2k2 +

k1k2p3,9 + k2p3,10+k22p3,11+k2p3,12
λN

)
× λNw3

+

(
a2 +

k1p4,9 + p4,10 + k2p4,11 + p4,12
λN

)
×λNw4+k1 × λNw5 + λNw6 + k2 × λNw7 + λNw8 (41)

c1

[(
a1k1 +

k21p1,9 + k1p1,10 + k1k2p1,11 + k1p1,12
λN

)
p1 +

(
a1 +

k1p2,9 + p2,10 + k2p2,11 + p2,12
λN

)
p2

+

(
a2k2 +

k1k2p3,9 + k2p3,10 + k22p3,11 + k2p3,12
λN

)
p3 +

(
a2 +

k1p4,9 + p4,10 + k2p4,11 + p4,12
λN

)
p4

+ k1p5 + p6 + k2p7 + p8

]
= c1λN (42)
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collision model. The EC of the system is governed by the
spectral radius of matrix DN (−θ)RN . Thus

DN (−θ)RN =

⎡
⎢⎢⎢⎢⎢⎢⎣

av p1,5 p1,6
0 p2,5 p2,6
v 0 0
kv 0 0
v 0 0
v 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(53)

where v = [p1 p2 p3 p4], a = 1 − Pr(NACK), and k =
e(−(T−τ)rθ). From linear algebra, the eigenvalue basic equa-
tion is

wDN (−θ)RN = λNw (54)

where w = [w1 w2 w3 · · · w6] is the eigenvector correspond-
ing to the eigenvalue λN of the matrix DN (−θ)RN . Perform-
ing matrix multiplication in (54), we obtain

aw1p1 + 0 + w3p1 + aw4p1 + w5p1 + w6p1 = λNw1. (55)

Equivalently, c1p1 = λNw1, where

c1 = aw1 + 0 + w3 + kw4 + kw5 + w6. (56)

Similarly, it can be shown that c1p2 = λNw2. In general

c1pm = λNwm m = 1, 2, 3, 4 (57)
p1,5w1 + p2,5w2 = λNw5 (58)

w5 =
kp1,5w1 + p2,5w2

λN
(59)

w6 =
p1,6w1 + p2,6w2

λN
. (60)

Substituting for w5 and w6 into c1, we get

c1=

(
a+

p1,5 + p1,6
λN

)
w1+

(
p2,5 + p2,6

λN

)
w2 + w3 + kw4.

(61)

Using the expression for c1 given in (61), we can write
c1λN as

c1λN =

(
a+

p1,5 + p1,6
λN

)
× λNw1

+

(
p2,5 + p2,6

λN

)
λNw2 + λNw3 + k × λNw4. (62)

Substituting by λNwm = c1pm, m = 1, 2, 3, and 4, in the
last expression results in

c1

[(
a+

p1,5 + p1,6
λN

)
p1 +

(
1
λN

)
p2 + p3 + kp4

]
= c1λN .

(63)

For nonnegative matrices, the spectral radius as well as the
eigenvector corresponding to it are positive according to the
Perron–Frobenius theorem [26]. This, in turn, implies that
c1 �= 0 for the spectral radius, and hence, it can be canceled
from both sides of the last equation. Forming a second-order
polynomial in λN as follows:

λ2
N − a′λN − b′ = 0 (64)

where a′ = ap1 + p3 + kp4, and b′ = (p1(p1,5 + p1,6) + p2)

To complete the proof, we shift our attention to the feedback-
aided system. Characterizing the EC through the eigenvalue of
matrix DF (−θ)RF .5 Along the same lines of the no-feedback
case, we have

ŵDF (−θ)RF =λF ŵ, ŵ = [ŵ1 ŵ2 ŵ3 · · · ŵ5]

(65)

DF (−θ)RF =

⎡
⎢⎢⎢⎢⎣
av p̂1,5
0 1
v 0
kv 0
v 0

⎤
⎥⎥⎥⎥⎦ . (66)

Similarly, we write the matrix multiplication output as follows:

ĉ1p̂m =λF ŵm m = 1, 2, . . . , 4, ŵ5 =
p̂1,5ŵ1 + ŵ2

λF

(67)

ĉ1 =

(
a+

p̂1,5
λF

)
ŵ1 +

1
λN

ŵ2 + ŵ3 + kŵ4. (68)

Following the same steps in the no-feedback system, we con-
struct a quadratic equation in λF as follows:

λ2
F − a′′λF − b′′ = 0 (69)

where a′′ = ap1 + p3 + kp4, and b′′ = (p1p̂1,5 + p2).
From a′, a′′, b′, and b′′, it is clear that a′ = a′′ and b′ =

b′′, which directly implies from (64) and (51) that λN =
λF (i.e., the spectral radii of both models are equal and,
hence, give the same EC), since the EC is proportional to
− log(spectral radius), as given in (9).
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