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Abstract—In this paper, we address the network maintenance et al. proposed a relay deployment algorithm that maximizes
problem, in which we aim to maximize the lifetime of a sensor the minimum sensor lifetime by exploiting the cooperative
network by adding a set of relays to it. The network lifetime diversity in [5]. A mathematical approach to positioning and

is defined as the time until the network becomes disconnected.ﬂ . d ai hicle (UAV irel dh
The Fiedler value, which is the algebraic connectivity of a ying an unmanned air vehicle ( ) over a wireless ad hoc

graph, is used as an indicator of the network health. The Network was proposed in [6].
network maintenance problem is formulated as a standard semi-  In wireless sensor networks and after deploying the sensors

definite programming (SDP) optimization problem that can be for a while, some sensors may lose their available energy,
solved efficiently in polynomial time. First, we present a network which affects each sensor’s ability to send its own data as well

maintenance algorithm that obtains the near-optimum locations \ .
for a given set of relays. Second we propose a routing algorithm, 5 forward the other sensors’ data. This affects the network

namely, Weighted Minimum Power Routing (WMPR) algorithm, ~ COnnectivity and may result in the network being disconnected.
that significantly increases the network lifetime due to the In this case, there is a need to determine the minimum number
efficient utilization of the deployed relays. Third, we propose of relays along with their optimum locations that are needed
an adaptive network maintenance algorithm that relocates the 1 raconnect this network. Similar to the network maintenance

deployed relays based on the network health indicator. Finally, . . .
we consider the network repair problem, in which we find problem, this problem is NP-complete [7] and there is a need

the minimum number of relays along with their near-optimum  for a heuristic algorithm to solve this problem in polynomial
locations to reconnect a disconnected network. We propose antime. This problem is known asetwork repair problem.
iterative network repair algorithm that utilizes the network  Several works have considered the network repair problem.
maintenance algorithm. For instance, the connectivity improvement using Delaunay
Triangulation (CIDT) [7] constructs a Delaunay Triangulation
in the disconnected network and deploy nodes in certain
Recently, there have been much interest in wireless sensisngles according to several criteria.
networks due to its various application areas such as battlefieldn this paper, first we present an efficient network main-
surveillance systems and industry monitoring systems [1]. tAnance algorithm that finds the near-optimum locations for
sensor network consists of a large number of sensor nodas,available set of relays to maximize algebraic connectivity
which are deployed in a particular area to measure certafia graph, which was proposed in [4]. It is based on the
phenomenon such as temperature and pressure. These sessansdefinite programming (SDP) formulation of the problem,
send their measured data to a central processing unit (infarich can be solved in polynomial time. In this paper, we
mation sink), which collects the data and develops a decisishow that this algorithm can be utilized to maximize the
accordingly. Often sensors have limited energy supply. Hengetwork lifetime as well. Second, we propose a routing algo-
efficient utilization of the sensors’ limited energy, and conseithm, namely, Weighted Minimum Power Routing (WMPR)
quently extending the network lifetime, is one of the desigalgorithm, that can extend the network lifetime by assigning
challenges in wireless sensor networks. weights to the sensors that are different from that of the
The network lifetime is defined as the time until theelays. Third, we propose an adaptive network maintenance
network becomes disconnected [2]. The network is consideragorithm that increases the network lifetime by relocating the
connected if there is a path, possibly a multi-hop one, fromlays depending on the network health indicator, which is the
each sensor to the central processing unit. Deploying a &&tdler value of the remaining network. Finally, we propose an
of relays in a wireless sensor network is one of the maiterative network repair algorithm, which finds the minimum
approaches to extend the network lifetime. More preciselyumber of relays along with their near-optimum locations
relays can forward the sensors’ data and hence they comeded to reconnect a disconnected network.
tribute to reducing the transmission power required by manyThe rest of the paper is organized as follows. In the
sensors per transmission, which can extend the lifetime méxt section, we describe the network model. We formulate
these sensors. However, the problem of finding the optimuime network maintenance problem and describe the proposed
locations of these relays is shown to be NP-hard [3]. Therefosmlution in Section Ill. We build upon that algorithm and pro-
there is a need to find a heuristic algorithm that can fingbse different lifetime-maximization strategies in Section IV.
near-optimum locations for the available set of relays im Section V, we address the network repair problem and
polynomial time. This problem is known in the literaturedescribe our proposed solution. In Section VI, we present some
as network maintenanceroblem. Recently, there have beemsimulation results that show the significance of our proposed
numerous network maintenance algorithms [3]-[6]. Himsooalgorithms. Finally, Section VIl concludes the paper.

I. INTRODUCTION



Il. NETWORK MODEL where diagw) € R™*™ is the diagonal matrix formed from
The diagonal entny; ; = ZjeN(i) w; 5, where N (i) is

set of neighboring nodes of node that have a direct
8ge with nodev;. L; ; = —w; ; if (v;,v;) € E, otherwise

:; = 0. Since all the weights are nonnegative, the Laplacian
matrix is positive semi-definite, which is expressedlas 0.

In addition, the smallest eigenvalue is zero, iJk.(L) = 0.
The second smallest eigenvalueIof A»(L), is the algebraic
connectivity of the graphz [9], [10], [11], [12]. It is called
Fiedler valueand it measures how connected the graph is

In this section, we describe the wireless sensor network moo{‘%l'e
In addition, we review some concepts related to the algebr%i
connectivity of a graph. A wireless sensor network can
modeled as an undirected weighted gra@lV, E), where
V = {v1,vq, - ,v,} is the set of all nodes (sensors) aAd
is the set of all edges (links). Let andm denote the number
of nodes and edges in the graph, respectively, [1é,= n
and|E| = m, where|.| denotes the cardinality of the given

set. . : . .
. because of following main reasons. Firdt(L) > 0 if and
Letd; ; denote the distance between two nogesv; } € V only if G is connected and the multiplicity of the zero-

and leta denote the path loss exponent. The channel bewve&ﬂenvalue is equal to the number of the connected sub-graphs.

each two nodes{vth} €V, denotgd byhinj’ is modeled Second\»(L) is monotone increasing in the edge set.
as a complex Gaussian random variable with zero-mean and

variance equal tal; . Thus, the channel gaifh; ;| follows I1l. NETWORK MAINTENANCE

a Rayleigh fading model [8]. Furthermore, the channel gajf this section, we briefly formulate the network maintenance
squared f; ;| is an exponential random variable with meaproblem. Network lifetime is defined as the time until the
d; ;. The noise is modeled as a Gaussian random variaBlgwwork becomes disconnected, which happens when there
with zero-mean and variancé. We assume that binary phasgs no path from any existing sensor to the central unit.
shift keying (BPSK) modulation scheme is considered for ”@onsequently, the network dies (becomes disconnected) if
transmission between each two nodes. Thus, the probabilifére is no path between any two living sensors. Hence, there
of bit error, or bit error rate (BER), can be written as [8] s a direct relation between keeping the network connected
1 i as long as possible and maximizing the network lifetime. As
P=3 (1 “\1x 7 ) ) (1) discussed in Section II, the Fiedler value defines the algebraic
d connectivity of the graph and it is a good measure of how
onnected the graph is. Based on that, we consider the Fiedler
alue as a measure of the network lifetime as well.
The network maintenance problem can be stated as follows.
ven a base network deployed ingax g square area and
represented by the gragh, = (V}, E}), as well as a set of
K relays, what are the optimum locations for these relays in
(1-2p°)? order to maximize the Fiedler value of the resulting network?
W : (2) Intuitively, adding a relay to the base network may result in
connecting two sensors or more, which were not connected
We assume that each node € V can transmit with together. Because this relay can be within the transmission
power(0 < P; ; < Ppq., WhereP,,,, denotes the maximum range of these two sensors, hence it can forward data from
transmission power of each node. Also, we assume that tiree sensor to the other. Therefore, adding a relay may result
noise varianceN, and the desired BER® are constant for in adding an edge or more to the original graph.
all the transmissions in the network. Therefore, an undirectedLet E.(K) denote the set of edges resulting from adding
weighted edg€gv;, v;) exists if P?; < Pp.., where P, is a candidate set of relays. Thus, the network maintenance
calculated as in (2). Furthermore, the weight of an edlgeproblem can be formulated as
connectingy; and v;, denoted byw; ; or w;, is a function
of the transmitted powep;; that depends on the considered BoR) Az (L(Eb U EC(K))) : 4
routing scheme, as will be described in Section IV-A.
For an edge, 1 < [ < m, connecting nodegv;,v;} €
V, define the edge vecter, € R™, where thei-th and j-th
elements are given by;; = 1 anda;; = —1, respectively,
and the rest is zero. Thimcidencematrix A € R™*™ of
the graphG is the matrix with/-th column given bya;. The
weight vectorw € R™ is defined asw = [wy, wa, ..., wn|7,

whereT denqtes tran_spose. _ _ max s (L(x)) st 1Tx=K, xe{0,1}%, (5)
The Laplacianmatrix L € R™*™ is defined as

where~; ; = % denotes the signal-to-noise ratio (SNRi
and P; ; is the transmission power of nodg to transmit its
data to node;. From (1) the transmission power of nodg Gi
required to achieve a desired average BERp®fover link
(vsi,v5), is given by

Pe = 7 No

The main algorithm to solve the network maintenance problem
(4) can be described as follows [4]. First, we divide the g
network area inton. equal square regions, each with width
h. Thus,n, = (%)2. We represent each region by a relay
deployed in its center. The optimization problem (4) can be
formulated as

where

L= Adiagw)A” =Y waa’ 3) L(x) =Ly + 3 o A diagw)) AT , ©)
=1 =1



Step 1The first level: Divide the network area into. equal]  minimum-power route from each sensor to the central unit,
square regions. Each region is represented by a relay at its cente

Step 2Solve the optimization problem in (7) and obtain the best kr)'y utilizing the conventional Dijkstra’s shortest-path algorithm

K < n. relays among the.. relays defined irStep 1 [14]. The cost (weight) of a linKv;, v;) is given by

Step 3Start a new level: For each solution, £k =1,2,--- | K, o

divide thek-th region inton. equal square regions and obtain the w;jlmpr =P + P, (8)
best area for this relay. This can be solved using (7) by set

K—1 N9\vhere P? is the transmission power given in (2) arfg.
Step 4RepeatStep 3until there is no improvement in the denotes the receiver processing power, which is assumed to
resulting Fiedler value. be fixed for all the nodes.

In (8), it is obvious that the MPR algorithm does not
differentiate between the original sensors and the deployed
relays while constructing the minimum-power route. In most
and1 € R is the all-ones vector. In (6)A; and w; are Of the applications, it is very possible that the few deployed
the incidence matrix and weight vector resulting from addinglays have higher initial energy than that of the many existing
relay [ to the original graph. We note that the optimizatiosensors. Intuitively to make the network live longer, the relays
vector in (6) is the vectox € R". Each element inx is should be utilized more often than the sensors. Consequently,
either 1 or 0, which represents whether this relay should bée loads of the sensors and relays will be proportional to
chosen or not, respectively. their energies, which results in more balanced network. The

In [4] we have shown that by relaxing the Boolean constraiyMPR algorithm achieves this balance by assigning weights
x € {0,1}" to be a linear constraint € [0, 1], this problem to the sensors and the relays, and the cost of each link depends
is equivalent to the following SDP optimization problem [10]pn these weights. Therefore, we propose to have the weight

TABLE |
Proposed network maintenance algorithm.

[12] of the link (v;, v;) given by
max s wijlwympr = e Py +e; Py, ©)
7
s. t.s(I— l1 17)<Lx), 1Tx=K, 0<x<1, 0 where e¢; denotes the weight of node;. By assigning the
n

relays smaller weight than that of the sensors, the network
whereI € R"*" is the identity matrix and3 < A denotes becomes more balanced and the network lifetime is increased.
that A — B is a positive semi-definite matrix. In conclusion, the WMPR utilizes the Dijkstra’s shortest-path
The optimization problem in (7) can be solved efficientlalgorithm to compute the route from each sensor to the central
using any SDP standard solver such as the SDPA-M softwangit using (9) as the link cost. More importantly, weights of
package [13]. Then, we use a heuristic to obtain a Boole#te relays should be smaller than that of the sensors.
vector from the SDP optimal solution, which is the solution . . ,
for the original problem in (5). In this paper, we consider & Adaptive Network Maintenance Algorithm
simple heuristic, which is to set the largest#Kto 1 and the In the fixed network maintenance strategy, described in Ta-
rest to0. We call this stage of the algorithm bgvel ble I, each relay will be deployed in a particular place and
In order to improve the current solution, we repeat the sariéll be there until the network dies. Intuitively, the network
procedure by dividing each-th region inton, smaller areas lifetime can be increased by adaptively relocating the relays
and representing each one by a relay at its center. Then, we figgpending on the status of the network. Such a scheme can be
the best location in these. regions to have the relay deployedmplemented via low-altitude Unmanned Air Vehicles (UAVSs)
there. This problem is the same as the one in (5) by settinfgmovable robots depending on the network environment. For
K = 1. We do the same step for each regionl < k < K, instance, we can utilize one UAV or more, which can fly along
obtained in the first step. This algorithm is repeated for a finitee obtained relays’ locations to improve the connectivity of
number of levels. In Table I, we summarize the implementatiéhe ground network. In each location, UAV acts exactly as

of our proposed network-maintenance algorithm. a fixed relay connecting a set of sensors through multi-hop
relaying.
IV. LIFETIME-MAXIMIZATION STRATEGIES The proposed adaptive network-maintenance algorithm is

In this section, we build upon the network maintenance algwnplemented as follows. First, the initial locations of the
rithm described in Table | and propose two strategies that ca@ployed relays are determined using the network-maintenance
maximize the network lifetime. First, we propose the WMPRIgorithm described in Table I. Whenever a node dies, the
algorithm, which efficiently utilizes the deployed relays in &iedler value of the remaining network is calculated. If it is
wireless network. Second, we propose an adaptive netw@tieater than certain threshold, then the network is likely to
maintenance algorithm, which relocates the relays based lghdisconnected soon. Therefore, the deployment algorithm is
the network status. calculated again and the new near-optimum relays’ locations
) o ) _ are obtained. Finally each relay is relocated to the new
A. Weighted Minimum Power Routing (WMPR) Algorithm |ocation, if it is different from its current one. The algorithm
We begin by explaining the conventional Minimum Poweis repeated until the network is disconnected. The adaptive
Routing (MPR) algorithm. The MPR algorithm constructs thaetwork maintenance algorithm is summarized in Table II.



Step 1Compute the near-optimum locations for the availakile Step 1lnitially, let K = 1 candidate relay.
relays using the network maintenance algorithm in Table I. Step 2lmplement the network maintenance algorithm in Table |
Step 2f a node dies, compute the Fiedler value of the remaining | utilizing K candidate relays.
graph. If the Fiedler value is lower than certain threshold, repeat| Step 3f the Fiedler value of the resulting graph is strictly greater

Step 1 The relay is relocated if the new Fiedler value is higher | than 0, stop. Otherwise, increment the number of relays by |one
than the current one. and repeaBtep 2
Step 3RepeatStep 2

TABLE Il

TABLE I Proposed network repair algorithm.
Proposed adaptive network maintenance algorithm.

0'14|

This is the network repair problem and it is discussed in the
following section.
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—8— Fixed (Lifetime gain = 31%) | V. NETWORK REPAIR

—4— No relays

In this section, we consider the network repair problem. In
particular, the network is initially disconnected and we need to
find the minimum number of relays along with their optimum
locations in order to reconnect the network. Let a disconnected
. U | base network deployed in@x g square area be represented
‘ U by the graphG, = (V;, Eb). Hence, Ay (L(Eb)) = 0. The
Dead Nodes ) network repair problem can be formulated as
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Fig. 1. Fiedler value (Network health indicator) versus the number of dead
nodes, fom = 20 sensors deployed randomly Gn< 6 square field, is plotted. . .
Effects of adaptive and fixed network maintenance algorithms are illustratdhere E. (/) denotes the set of edges resulting from adding

) a candidate set oK relays.

In the sequel, we present an example to illustrate how |, [7], it was shown that the network repair problem is
effect.ive the adaptive network maintenance algorithm can tP@P-compIete and hence we propose a heuristic algorithm to
Consider a wireless network of = 20 nodes deployed go|ve jt. We utilize our proposed solution for the network
randomly in a6 x 6 square area. We assume that oAly= 1 maintenance problem in solving the network repair problem.
relay is available. Data generated for each sensor follows\ge precisely, we propose an iterative network repair algo-
Poisson distribution with raté0 packets per unit time. When rithm, which is implemented as follows. First, we assume that
a node sends a packet, t.he.remaining energy _is decreafseq{bL 1 relay is enough to reconnect the network. Second,
the amount of the transmission energy and it dies when it hgg solve the network maintenance problem in (5) to find the
no remaining energy. In addition, the Fiedler value thresholghar_optimum location for that relay. If the Fiedler value of the
is chosen to b®.03. _resulting network is strictly greater than zero then the network

Fig. 1 depicts the Fiedler value of the network as a functiqg reconnected and the algorithm stops. Otherwise, the number
of the number of dead nodes utilizing the MPR algorithm. Thé candidate relays is incremented by one and the algorithm is

original network is disconnected after the death of 8 nodes. Byneated. Table Il summarizes the network repair algorithm.
adding a fixed relay, the network lifetime increases, resulting in

a network lifetime gain 081%. The network lifetime gain due VI. SIMULATION RESULTS
to adding K relays is defined a&'(K) = %’O)T(m where In this section, we present some simulation results to show the
T(K) is the network lifetime after deploying relays. By performance of our proposed algorithms. In the simulations,
consideringK = 1 relay, the adaptive network-maintenanceve have used the SDPA-M software package [13] to solve
algorithm achieves lifetime gain a0%. This example shows the SDP problem in (7). We consider= 20 nodes deployed
that the proposed adaptive network maintenance algorithm candomly in6 x 6 square area. Data generated at the sensors
significantly increase the network lifetime. We clarify thafollow Poisson process with rate) arrival packets per unit
these lifetime gains are specific to that particular example atiche. The desired BER for the transmissions over any link is
do not represent the average results. The average results ofpthe- 10~4, the noise varianc&/, = —20dBm, the maximum
various proposed network maintenance strategies are provigedver P,,,.. = 0.15 units, the receiver processing power is
in Section VI. P, = 10~* units, and the initial energy of every sensor is
It is worth to note that Fig. 1 shows that the Fiedle®.1 unit. The shown results are averaged over 1000 different
value of the living network can be thought of ashaalth network realizations.
indicator of the network. If the network health is below certain In [4], we have shown thaB levels of the SDP-based
threshold, then the network is in danger of being disconnectedtwork maintenance algorithm described in Table | gives
Thus, a network maintenance strategy, either fixed or adaptiaecurate results. So, we u3devels in our simulations in this
should be implemented. However, if the network becomegction. The number of candidate relay locations used in the
disconnected then intuitively we can consider reconnecting thetwork maintenance algorithmis = 25 location. In Fig. 2,
network again via deploying the minimum number of relaysve show the effect of increasing the number of added relays
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is plotted. Effects of deploying relays is illustrated. is plotted.

. . implemented the exhaustive search scheme by dividing the
on the Fiedler value of the proposed network maintenanggnvork area into many small regions and each region is

algorithm. Also, we notice that the randpm addition perfom]%presented by a relay at its center. The optimum location
poorly compared to our proposed algorithm. for the first relay is determined by calculating the lifetime of
In Section Ill, we have chosen the Fiedler value as &) the possible locations and choosing the one that results
intuitive and good measure of the network lifetime, which i, maximum lifetime. Given the updated network including
our main objective. Fig. 3 depicts the network lifetime gaighe first relay, we find the optimum location for the second
as a function of the added number of relays. The netwofk|ay via the same exhaustive search scheme. This algorithm
I;fe}t(lmg galnodue to addingy relays is defined a&'r(K) = s repeated until all the relays are deployed.
%, where T'(K) is the network lifetime after  As indicated in Section IV-A, the proposed WMPR algo-
deploying K relays andT;pr(0) denotes the network life- rithm should intuitively outperform the MPR algorithm when
time of the original network utilizing the MPR algorithm.relays have higher initial energy than that of the sensors. We
As shown, the proposed SDP-based network maintenare# the weights of the deployed relays to (e, while the
algorithm achieves significant network lifetime gain as th@eightg of the original sensors to de Therefore, sensors
number of added relays increases, which is a direct consénd to send their data to the deployed relays rather than the
quence of increasing the Fiedler value as shown previousigighboring sensors. In addition, the relays’ energy are set
in Fig. 2. At K = 4 and by employing the MPR algorithm,to be 10 times that of the sensors. As a result, the WMPR
the proposed network maintenance algorithm achieves lifetimgjorithm achieves higher gain compared to that achieved
gain of 105.8%, while the random deployment case achievasy the MPR algorithm as shown in Fig. 4. & = 4, the
lifetime gain 0f40.09%. WMPR and MPR algorithms achieve network lifetime gains
In Fig. 3, we also illustrate the impact of the adaptivef 278.8% and262.7%, respectively. In Fig. 4, we notice that
network maintenance algorithm on the network lifetime gaithe difference between the WMPR and the MPR performance
At K = 4 relays, the lifetime gain jumps t@32.1% for curves increases as the number of relays increases. Intuitively,
the MPR algorithm. We also compare the performance tife WMPR algorithm utilizes the relays more frequently than
our proposed algorithm with the exhaustive search schemetlie MPR algorithm. Hence it achieves higher lifetime gain by
Fig. 3. For practical implementation of the exhaustive searafcreasing the the relays’ initial energy.
scheme, the optimum locations for a given set of relays areln addition to the network lifetime, the number of the
determined consecutively, i.e., one relay at a time. We hagtelivered packets from all the sensors to the central unit before



the network dies is an important measure of the network s
performance. Fig. 5 depicts the average delivered packets
gain of the various network maintenance algorithms described 45f °
before. The delivered packets gain due to addiigelays

is defined asGp(K) = PUR=2urn®) where D(K) is
the number of delivered packets after deployiig relays
and Dy, pr(0) denotes the number of delivered packets for
the original network utilizing the MPR algorithm. AK = |
4 relays, it is shown that the delivered packets gains are °
86.99% for the MPR algorithm. Moreover, considering the 25 ‘ ‘ ‘ ‘ ‘ ‘
adaptive network maintenance algorithm results in delivered TR medtsensors

packets gain 08.74% for the MPR algorithm. Furthermore,

increasing the relays’ initial energy 10 times increases tirig. 6. The average minimum number of added relays required to reconnect

delivered packets gain t53.6% and 183% for the MPR and a network versus the number of sensors in the network is plotted.
.070 0

WMPR algorithms, respectively. the Weighted Minimum Power Routing (WMPR) algorithm,

Finally, we con.S|.der thg network repair problem WherS/hich balances the load of the network among the sensors and
the network is originally disconnected. In Fig. 6, we sho

: he relays. By increasing the relays’ initial enertfy times,
the average number of added relays required to reconne & have shown that the WMPR algorithm achieves network

glscgnnected netwo_ltlgz Sensors aret: rando_ml_y d'St”bUtEdf Nifetime gain 0f278.8% when4 relays are deployed, while the
x b square area. The maximum ransmission POWer ol aypp 4 chieve962.7%. Finally, we have proposed an iterative

no?e |iP,?m_:2;).07alt IZ sr;ownd thatdfor |a gscgnnectednetwmk repair algorithm, which finds the minimum number
network ofn = hodes deployed randomly 11> 6 area, relays needed to connect a disconnected network.
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