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Abstract—Intelligent reflecting surfaces (IRSs) continue to
gain a growing research interest for their potential to support
next-generation wireless communications without incurring ad-
ditional power consumption. In this work, we propose a deep re-
inforcement learning (DRL)-driven and IRS-aided active/passive
beamforming solution for multi-user multiple-input single-output
(MISO) settings in beyond 5G networks, which is both lightweight
and energy-efficient. The proposed solution is based on a hybrid
finely-engineered design that leverages two Twin-Delayed DDPG
(TD3) agents. Compared to classical optimization techniques, our
numerical evaluation shows that the proposed DRL approach
achieves 60% reduction in online computation complexity at the
expense of only 1 dB higher power consumption.

Keywords—beyond 5G, beamforming, energy efficiency, intelli-
gent reflecting surfaces, metasurfaces, reinforcement learning.

I. INTRODUCTION

Reconfigurable intelligent reflecting surfaces (IRSs) [1]—
[4] are continuing to receive a growing research interest
in beyond 5G networks for their potential to support next-
generation wireless communications without incurring addi-
tional power consumption bills. Such interest is driven by the
recent advances on electronically-reconfigurable metasurfaces
that led to generalized laws of reflection and refraction for
electromagnetic wave propagation, with special emphasis on
optical waves [5]-[8]. Similar to relaying, an IRS can act
as an intermediate node that adaptively focuses transmissions
from a source towards some designated receiver(s). Unlike
relays, however, IRSs do not need to use power of their own,
since they can passively beamform transmissions following
the software-defined properties/orientation of their reflecting
elements. In multi-user multiple-input single-output (MISO)
settings, which is the scope of this work, the timely joint design
of base station (BS) active beamformer and IRS reflection is
of utmost importance for satisfactory communication.

In [9]-[12] and the references therein, different opti-
mization techniques are proposed for beamformer design
in IRS-aided single-/multi-user MISO scenarios. In [9], a
single-user downlink signal-to-interference-plus-noise ratio
(SINR)/throughput maximization problem is addressed under a
transmit power constraint. Since no interference exists in such
a single-user setting, maximum-ratio transmission (MRT) is the
optimal BS transmit beamforming solution. Hence, the prob-
lem boils down to an individual optimization of the IRS reflec-
tion matrix, with the BS beamformer being a mere function of
it. Nonetheless, the marginal reflection matrix optimization is
found to be an NP-Hard non-convex quadratically-constrained

quadratic program (QCQP). As a work-around, semi-definite
relaxation (SDR) is applied yielding a solvable semi-definite
program (SDP) followed by Gaussian randomization; a known
approach to counteract the relaxation step.

The previous method is extended to multi-user settings
in [10], [12], where joint design is inevitable due to in-
terference. Specifically, a BS transmit power minimization
problem is studied in [10] subject to user SINR constraints
(see Section II). Since the joint problem is non-convex, a sub-
optimal alternating optimization (AO) technique is proposed,
in which a second-order cone program (SOCP) is solved for the
marginal design of BS beamformer, followed by a reflection
matrix SDP. The algorithm keeps alternating between the two
simplified subproblems until convergence to a local optimal
solution is attained. A slightly different problem variant is
considered in [11] with the objective to maximize an energy
efficiency metric (in bits/joule). Such AO schemes can take
longer time than channel coherence time, especially in fast fad-
ing channels, which may return outdated optimized solutions.
It should be also noted here that another dual-phase scheme is
proposed in [10] for guicker results, despite being more sub-
optimal compared to the alternating optimization approach.

To offer both reliable and timely optimized results, machine
learning (ML)-driven solutions are proposed for the problem
at hand with/without direct BS-user links for single-user [13]—
[15] and multi-user [16], [17] settings. In [15], a single-user
downlink MISO system is studied, and the IRS reflection ma-
trix is designed via a deep reinforcement learning (DRL)-based
approach for received throughput/SINR maximization. The
DRL algorithm in [15] is deep deterministic policy gradient
(DDPQG), to allow for continuous state/action spaces. The BS
beamformer is fixed as a function of the IRS reflection matrix
and known instantaneous channels to be the MRT solution.
In this single-user scenario taking received throughput/SINR
maximization as objective, the MRT solution is optimal. In
multi-user scenarios when interference exists, however, joint
BS beamformer/IRS reflection design should be addressed.

The multi-user joint beamforming/reflection problem re-
mains to be of more practical interest to cater for the growing
spectrum demand in beyond 5G networks along with its known
scarcity, via spectrally-efficient non-orthogonal multiple access
(NOMA) approaches. Such a timely beamformer design is a
key enabler of the technology, while the available optimization
algorithms are either too suboptimal, or require extended time
to converge to the solution of iterative optimization methods.
For this problem, ML can play a vital role in expediting the



optimization process, at the expense of a prior offline training.

In this paper, we propose a DRL-driven solution to the
multi-user communication setting in [10], taking the classical
AO solution as a benchmark. The proposed solution is both
lightweight and energy-efficient, and leverages two Twin-
Delayed DDPG (TD3) agents. Compared to classical AO
techniques, our results show that the proposed DRL approach
achieves 60% reduction in online computation complexity at
the expense of only 1 dB higher in power consumption.

The rest of the paper is organized as follows. In section
II, the system model is detailed, followed by a summary of
the AO technique proposed in [10]. Our DRL-based solution
is explained in section III. Numerical results are presented in
section IV, and finally concluding remarks in section V.

II. SYSTEM MODEL, PROBLEM FORMULATION, AND
CLASSICAL OPTIMIZATION SOLUTION

A. System Model

Consider a downlink (DL) multi-user setting where an
Npg-antenna BS communicates with Ny single-antenna users
in the presence of an M-element IRS, with Ngg > Ny. The
received signal at all users is given by the vector:

y=(HI'®H,+ H])Ws+n, 1)
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where y,s,n € CNU denote the vectors corresponding to
received signals, transmitted symbols, and receiver additive
white Gaussian noise (AWGN), respectively. Also, the nar-
rowband channel matrices H; € CM*Nes [ e CM*xNu,
and Hy; € CNBsxNu represent the first hop (transmitter)
channel from the BS to the IRS, the second hop (receiver)
channel from the IRS to the set of users, and the direct channel
from the BS to the users, respectively, which are assumed to
follow a circularly-symmetric complex Gaussian distribution;
H,; ~ CN{0,mI}, where i € {t,r,d}. For ease of notation,
it is assumed that the path loss effect is absorbed inside the
channel gain ;. The beamformer matrices W € CNes>Nu
and ® € CM*M regpectively represent the active and passive
beamforming at the BS and IRS. The SINR at the nth user,
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where b = (hY ©H, + hg{n). In general, a, is the nth

n
column of matrix A = [a1,a2,- - ,an].

B. Classical Optimization Benchmark

The authors in [10] study the following transmit power
minimization problem to jointly design W and © subject to
SINR quality-of-service (QoS) constraints:

: H
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where -, is a minimum QoS threshold on the SINR for the
nth user, while 6,, is the phase shift at the mth IRS element.

In [10], ® is assumed to have the following form, in terms of

the reflection amplitudes {f3,, }2L, and phase shifts {6, }} :

@ = diag(ﬁleje1 y T 76m€j0m)a (6)

also assuming 83, = 1,Ym e 1,---, M.

C. Summary of Alternating Optimization Benchmark in [10]

The optimization variables in problem (3) are coupled in
the SINR constraint, and hence, the problem is non-convex.
As proposed in [10], an iterative optimization scheme is
considered where either W or © is optimized at a time,
with the other kept fixed. First, when ® is given, the power
minimization problem under SINR constraints can be cast as
an SOCP in W that can be efficiently solved using standard
tools like CVX [18], [19]. On the other hand, when W is
fixed, the problem boils down to a feasibility-check problem.
It can be also put on an SDP form with relaxing the rank-one
condition on a vector outer product. The transformed problem
can be efficiently solved using CVX, followed by a Gaussian
randomization step to obtain a rank-one feasible vector.

1) Optimization of Active Beamformer W : Specifically,
selecting an arbitrary initial ® that satisfies (5), (6), and
rank(H) = Ny to guarantee feasibility, we first solve,
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s.t. SINR,, > v,,Vn € {1,--- , Ny}, ®)
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which is equivalent to the following SOCP form:
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where W(:) = [wil wl - wl ]H € CNosNuxl pep

resents a stacked vector form of W,U while W(\n) is the W
matrix with the nth column omitted. The optimal W™ satisfies
the SINR constraint with equality.

2) Optimization of Reflection Matrix ®: With W in hand,
we find © via the following relaxed SDP (for detailed expla-
nation, refer to [10]) followed by a Gaussian randomization:

Ny
max Qp, (13)
ViahY n;
Ny
s.t. Cnon = Tn Z Cnk + Op, VN, (14)
k#n
an > 0,Yn, (15)
V = 0,0mm =1,Yme {1,--- ,M+1}, (16)
with
Cnk = tr(Rn,k‘V) + ‘bn,k‘2a (17)
any = diag(hll)Hwy, (18)
bnk = hj,wrk, (19)



Algorithm AltOpt Alternating Optimization in [10]

Input: H,, H,, Ha, {00, } Y.
QOutput: W, ©.
1: INITIALIZE:
e O satisfying (5), (6), and rank(H) = Ny.
e error = 10° (large value), error threshold € = le — 2.
2: while error > ¢ do
3 SOLVE P1 in (10)
4. SOLVE P2 in 13
5: end while

H H
a"akan,k a"akbn,k

arl bk 0 (20)

Rn,k =

The Gaussian randomization (to obtain ® from V'):

1) Apply the eigenvalue decomposition V = QAQ™Y.

2) Generate a sufficiently large number of realizations for
a circularly-symmetric complex Gaussian random vector
T e (CM—HXI, with r ~ CN{O7I]V[+1}.

3) Generate = QAZ27.

4) Select v in which V' = 20! satisfies the constraint in
(14) while achieving maximum ), «, value (maximizes
the objective function/the aggregate surplus of desired
signal power over that of interference plus noise scaled
by vn), with a,, > 0.

III. PROPOSED REINFORCEMENT-LEARNING-DRIVEN
SOLUTION FOR BEAMFORMING MATRICES DESIGN

We present our proposed solution to the problem of de-
signing energy-efficient transmit beamforming and phase-shift
matrices subject to per-user QoS constraints. Our solution
is based on DRL techniques [20]-[22]. We first recast the
problem as a Markov Decision Process (MDP), which is the
formal mathematical framework for dealing with RL problems
[20]. This implies specifying suitable state and action spaces
corresponding to our wireless communication model in addi-
tion to a reward function that reflects the energy efficiency and
QoS requirements. Next, we describe the basic building block
of our DRL-based solution, namely the TD3 agent. Finally, we
present a novel selection combining agent (SCA) to avoid QoS
violations without being exceedingly conservative in exploring
the space of beamforming matrices as we will show next.

A. Reinforcement Learning (RL) Framework

In this section, we introduce the RL framework, which
we will use next. The formal mathematical abstraction of
the RL is obtained by describing the underlying MDP [20].
In RL (and by extension DRL), at discrete time instants
t=20,1,2---, there exists a decision-making node (a.k.a., the
agent) operating in an environment. The agent picks an action
A(t) belonging to an action space .A. The agent perceives the
environment through a pre-specified compact representation
(a.k.a., the state), which is denoted by S(t). S(t) belongs to a
state space S. After applying A(¢), the state of the environment
changes to S(¢ + 1) and the agent receives a reward, R(t),
which reflects the agent’s objective and constraints. The RL
agent aims at finding the optimal policy, i.e., the optimal

sequence of actions Q* = {A*(¢)}{2, that maximizes the
long-term average return, i.e., the sum discounted reward,

> A'R(1)
t=0

where ~ is the discount factor, and 7' is the total number of
steps in an episode'. In our beamformer design, the environ-
ment is the wireless system including the base station, users,
and the IRS. To completely specify the underlying MDP, we
need to characterize S, A, and R(t) as we will do next.
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1) State Space: The state S(t) € S at time step ¢ is
composed of the channels Hj, i € {t,r,d}, beamforming
matrix W, and reflection matrix ®. Since neural networks
cannot take a complex number as an input, the real and
imaginary parts are separated as independent inputs. The state
can be hence formally expressed as:

S(t) = [thF,UEC h’z,vec h’}iﬂﬁvec w—ll;ec 0560] ' ’ (22)
where @,c., with € {h,w, 0}, is a column vector form of
matrix X, stacked column-by-column, with real and imaginary
parts separately stacked. The input length is hence twice the
total number of the original complex elements; that is 2M Npg
for H;, 2M Ny for H,, 2NggsNy for the beamforming
matrix, and 2N for the diagonal vector of the IRS phases.

2) Action Space: The action space A is the space of the
transmit beamforming matrices W € CVNes*Nu concatenated

with the space of the phase shift matrices 8§ € CM*M,
Consequently, the action at time instant ¢ is given by:
Alt) = [wl,, 6] (23)

Similarly, the real and imaginary components of elements of
A(t) are dealt with separately in the agent’s implementation.

3) Reward Function: The reward function needs to assess
the quality of the agent’s action in the sense of fulfilling its
objective subject to problem constraints. In this work, the
objective of the agent is to minimize power consumption.
This can be represented by R, (t) = —tr{ W W}, where the
negative sign signifies that the agent is actually minimizing the
power consumption. The agent also needs to further ensure
that the agent satisfies the QoS constraints, i.e., the rate of
the kth user, py, satisfies pr > py for all £ = 1,2,--- | Ny.
Hence, the kth user QoS constraint is represented by Ry () =
min{pr — pm, 0}, to impose a penalty only upon constraint
violation. A third positive part in the reward definition, f, is
added after N episodes when p = min{p;}n", falls within
€ portion of the target py; f = Ku(t — N)u (e — "’;{% ),
where u(-) is the unit step function. This term is added to
encourage convergence. Moreover, to avoid having an agent
picking the target QoS constraints with high variance, we
choose f to be zero until specific episode N. We combine
all terms in the following function:

Nu
R(t) = —u{WHW} + a% ;min{pk —pm, 0+ f (24

n theory, T — oo. However, in this work, we adopt episodic training,
where 7" denotes a pre-specified finite number.



where « is a hyper-parameter that signifies how much the
agent cares about adhering to the QoS constraints rather than
minimizing the consumed power, and 7' is the total number
of steps per episode. Our reward function penalizes the QoS
violations more near the end of the episode. This is to disrupt
the agent’s convergence if it opts to violate the QoS constraints
at the end of the training by increasing the penalty.

B. Basic Block of Our Proposed RL Technique: TD3 Agent

The basic building block of our SCA algorithm is the
TD3 [23], an actor-critic technique. In actor-critic techniques,
two separate deep neural networks (DNNs) are employed. The
actor network picks a proper action A(t) € A based on the
current state S(t). The critic, on the other hand, assesses the
actor choice by evaluating the Q-value corresponding to the
pair (S(t), A(t)) from an independently trained DNN.

TD3 is an extension of the deep deterministic policy
gradient (DDPG) actor-critic technique [24] with three major
changes. First, TD3 uses two independently trained critic
functions. The predicted Q-value is the minimum Q-value of
both critics. This avoids overestimation errors and provides
a more stable approximation. Second, TD3 employs delayed
updates for the target DNNs. Specifically, the target actor
and critic DNNs are updated every 7;, time steps (in contrast
to updating every time step in DDPG). This mitigates agent
divergence. Finally, TD3 adds clipped noise to the target policy
before updating the weights. This ensures the validity of the
target prediction in the neighborhood of the actual action stored
in the replay buffer, providing Q-value estimation continuity.

C. Proposed Scheme: Selection Combining Agent (SCA)

The QoS violation is a consequence that RL techniques aim
at optimizing the long-term return (sum discounted reward) in
the expected sense [20] and ignores less likely violation events.
A straightforward solution to this problem is to operate the
agent subject to much more strict QoS constraints to minimize
the likelihood of a violation event. Nevertheless, this results
in a severe transmit power surge. Our SCA algorithm aims to
balance the QoS violation likelihood and power efficiency.

To that end, we train L different TD3 agents (with the
architecture presented in Section III-B) in terms of the QoS
constraint. More specifically, the first agent is trained with
pt[;] = pth, Which is the minimum target rate that should
attained for every end-user. The ¢*" agent is trained such that
the rate constraint in the reward function is given by

P = pu + (L= 1A,
where A is the step size of the rate constraint. That is, each
agent is a slightly more conservative agent in terms of satisfy-
ing the QoS (rate) constraint as the likelihood of violating the
actual rate threshold py, is a monotonically decreasing function
in ¢. This presents an interesting tradeoff: as ¢ increases, the
QoS violation decreases, while the transmitted power increases
as a result of the more strict QoS constraint.

(=1,---,L (25)

We simultaneously run the L agents (in the online phase).
The resultant beamforming wl and phase shift © ma-
trices are evaluated in terms of the achievable rate. The pair
(W ®l") with the least power consumption and at the same
time satisfying the original rate constraint is selected. The flow
of the algorithm in Algorithm SCA.

Algorithm SCA TD3-based Selection Combining Agent

Input: H., H,, Hg, pin, L, A.
Output: W, O.
TRAINING:
for {=1,---,L do
pl[lf] =pn+ (£ - 1A
Train TD3 (pl"))
end for
ONLINE OPERATION:
for (=1,---,L do
Get W, ® corresponding to TD3 (pl[lf])
Calculate tr{WmH wl}
Calculate pj, = log, (1 + SINRY)), vk
end for
SELECTION:
if pr < pin then
Ignore wll, el
else .
£* = argmin w{W" W}
¢

end if . .
W =W and © = 0¥

IV. NUMERICAL RESULTS

We evaluate the performance of our proposed DRL-based
algorithm. Our objective is to jointly design the beamforming
matrices W and © to minimize the transmit power, i.e.,
tr{WH”W}, subject to per-user minimum rate constraints
{pk}ffgl. The online beamforming design needs to be com-
pleted with minimal computational complexity (which corre-
sponds to a minimum processing time) to match (near) real-
time requirements of the next-generation cellular networks.

A. Evaluation Setup

In our evaluations, the channel matrices H; ~ CN{0, m; I}
for i € {t,r}, are randomly generated with the channel gains
values, 7;, summarized in Table II, while the direct link is
assumed unavailable due to severe path loss, only for ease of
exposition and without loss of generality, i.e., 1q = 0. The
direct channel elements are hence omitted from the DRL state
S(t). We perform our evaluations for a system with a base sta-
tion equipped with Npg = 8 antennas, and an IRS containing
M = 8 elements. Our system serves Ny = 2,3,--- ,7 users.
We assume that all users have a normalized rate (i.e., spectral
efficiency) constraint of p; = 2 b/s/Hz for all k. We rely on
Shannon’s capacity expression for calculating the achievable
spectral efficiency of a specific user. More specifically,

pr. = log, (1 + SINRy,) (26)
where SINR;, can be evaluated using (2).

In our evaluation setup, it suffices to use an SCA with
two agents. We train the first agent with a spectral efficiency

threshold of pt[;] = 2 b/s/Hz, while the second agent is trained

to have pt[z] = 2.5 b/s/Hz (i.e., we choose A = 0.5 b/s/Hz as
we will explain in Section IV-B). Thus, the second agent is
more conservative. The selection mechanism is such that the
learned action from agent 1 is adopted whenever it satisfies
the rate constraint pp = 2, otherwise, the learned action
from the second agent is employed. The two agents use TD3
as their DRL technique. The architecture of actor and critic



TABLE I: Proposed TD3 Actor/Critic Network Architecture.

No. of users | Actor Network Critic Network
64 relu | 256 | relu

2 64 relu | 256 | relu
2NpsM + NgpgNy | tanh | 1 None
128 relu | 256 | relu

3 128 relu | 256 | relu
2NpsM + NgpgNy | tanh | 1 None
128 relu | 512 | relu

45.6 128 relu | 512 | relu
2NpsM + NpgNy | tanh | 512 | None

TABLE II: Optimized hyper-parameters for TD3 agents.

Parameter| Description Value
el Channel Gains le-6
¥ Discounted rate for future reward 0.99
M Buffer size for experience replay led
B Number of episodes le4
T Number of steps in each episode le4
«a Scaling factor 2e6
Npolicy Policy Update Frequency in steps led
Niarger Target Update Frequency in steps le4
w Number of the experiences per a mini- | 16
batch

N Start episode for positive reward in f | 9000
K Positive reward value in f 1000
€ Margin threshold in f 0.1

networks for both agents is shown in Table I. Each network
consists of 3 layers. The activation function and number of
neurons are specified in terms of the number of users Ny .
Extensive hyper-parameter tuning is performed to optimize the
convergence and minimize violations. Our optimized hyper-
parameters are summarized in Table II. Tuning the hyper-
parameters mainly depends on the nature of the environment.
Since our environment is dynamic, the number of steps and
episodes should be relatively larger than environments with
static attributes (e.g., same channel realizations) among train-
ing episodes. In addition, the agent’s convergence in such
environments requires longer training time (e.g., thousands
of training episodes). Furthermore, the target network update
frequency should be much less frequent for the same reason.

All aforementioned agents are implemented using the Re-
inforcement Learning toolbox in MATLAB. We performed
our training on 64 cores with 1TB of memory. We compare
the performance of our proposed DRL-based SCA algorithm
with the alternating optimization algorithm AltOpt [10]. In the
sequel, we present and discuss our numerical results.

B. Convergence and Violations

Fig. 1 shows the convergence behavior of the average
reward function versus the number of training episodes for
the case of having Ny = 2 users. The reward in Fig. 1
is obtained by averaging the instantaneous reward R(¢) in
(24) over the number of steps per episode T = le4 steps.
Fig. 1 shows that the average reward starts from extremely low
reward ~ —20x 107 upto the 2000th episode. This is natural as
the agent randomly explores the action space at the beginning
of the training. This results in choosing beamforming matrices

that incur high transmit power and/or unsatisfactory spectral
efficiency (below pg). In both cases, the returned reward
would be a large negative value, heavily penalizing the agent,
especially on rate violations. The average reward increases
(almost) linearly between episodes 2000 to 9000 as the agent
decreases its exploration rate and relies more on exploiting
the learned optimal beamformers. The learned beamformers
gradually become more and more efficient, i.e., incur less
power consumption and fewer rate-constraint violations. The
average reward crosses the zero value starting from the 9000th
episode (yielding positive cumulative reward for the first time),
indicating that the agent learns to use the most power-efficient
beamformer without incurring significant violations.

Fig. 2 shows the violation percentage of our proposed
DRL-based agent versus the number of users. In this experi-
ment, we use a single agent, which is trained to satisfy the rate
constraint py, > 2 at the end of the training phase. Fig. 2 shows
a significant violation percentage (12% — 25% in the training
phase, and 25% — 35% in the testing phase). This implies
that using a single DRL-agent is not sufficient to avoid QoS
degradation even with extended training of le4 episodes, each
consisting of led steps. Furthermore, it can be noticed that
violations increase with the number of users. This is expected
as the problem becomes more constrained. Hence, the feasible
space of beamformers shrinks, and the DRL agent is more
likely to pick infeasible beamforming matrices.

We analyze the violation percentage in Fig. 3. Specifically,
we plot the histogram of the achievable rate at the 5000'"
and 10000*" episodes. For fair comparison, we normalize the
histogram by the number of steps (i.e., we show a discretized
probability density function of the achievable rate) and show
only the outer (envelope) of the histogram. Fig. 3 shows
that the rate distribution becomes narrower as the number
of episodes increases. This implies that violation probability
decreases as the training is prolonged, which confirms that
our agent is successfully converging to a good choice of
beamforming matrices®. Furthermore, Fig. 3 shows that the
least possible achievable rate is approximately 1.5 at the
10000*" episode. This justifies our choice of having two
agents to constitute our SCA. Consequently, by choosing the
conservative agent to have pn = 2.5 b/s/Hz (i.e., A = 0.5
b/s/Hz) the likelihood of violations diminishes as the rate
distribution for the conservative agent would be approximately
translated by A = 0.5 b/s/Hz.

C. Power Consumption Results

Fi% 4 shows the achievable power consumption
tr{W"W} in (dB,,) versus the number of users Ny.
Our first observation is that power consumption increases
as the number of users increases. This is expected since
the optimization problem becomes more strict as the rate
constraints increase. We compare our proposed SCA algorithm
with the classical optimization benchmark AltOpt in [10],
which is based on alternating optimization (AO). For each
algorithm, we show the results when the rate constraint takes
the values pg, = 2,2.5 b/s/Hz. Our results show that, by
ignoring violation events, our DRL-based agent at py, = 2
b/s/Hz outperforms its AO counterpart by ~ 1dB (saving

2The optimal rate distribution would be a single impulse at py, = 2 b/s/Hz.
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Fig. 1: Reward convergence results for Ny = 2 users case. Reward
converges starting from episode 9112.
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Fig. 2: Agent rate-constraint violation percentage of our DRL-
based agent versus the number of user Ny in the training and
testing phases. The agent is trained to satisfy pg > 2.
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Fig. 3: Envelope of the histogram of the achievable rate for 5000 and
10000 episodes. The rate becomes more confined as training extends.
The minimum achievable rate ~ 1.5b/s/Hz.

~ 25% of the power consumption). The same observation
can be drawn for the solutions of the py, = 2.5 b/s/Hz.
Nevertheless, our combined SCA agent is slightly worse (by

80 T
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£ TD3 2.5 bps/Hz et
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S 70 -+-TD3, 2 bps/Hz P n
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Number of Users (Ng)
Fig. 4: Power consumption (dB,,) versus the number of users Ny .

Our agent SCA (combined agent) is slightly worse than the AltOpt
with significantly less computational complexity.

~ 1.5dB) than the AO-based optimization (with py, = 2
b/s/Hz). This is predictable as our algorithm opts to be
extremely conservative to avoid rate-constraint violations
by switching to higher rate threshold®. Our SCA still
outperforms the AO if we operated it in a conservative
manner with py, = 2.5 b/s/Hz by ~ 1.5dB as well (our SCA
is almost midway between the AO agents at pyp, = 2 and
2.5). This shows the efficacy of our proposed technique. The
slight power loss in the SCA agent is the cost of avoiding
violations. Specifically, using the SCA agent incurs in return
239 violation events out of 10 channel realizations.

D. Computational Complexity Results

Finally, we assess the computational complexity of our
proposed SCA algorithm by measuring the processing time
needed to find the optimal beamforming matrices. We compare
the processing times of our proposed scheme and the AO
benchmark on the same computing machine. Fig. 5 shows the
processing time (in seconds) of the optimization scheme versus
the number of users. Fig. 5 shows that for both algorithms, the
processing time increases as the number of users increases.
Nevertheless, the processing time of our scheme increases
linearly with a miniature slope (= 0.4 s increase for every
additional user). This is due to the increase in the complexity
of the actor and critic networks as Ny increases. This in turn
increases the required calculations in the neural networks. On
the other hand, the processing time of the AO optimization fol-
lows a piecewise linear pattern. When Ny < 4, the processing
time increases by 5 s for every additional user. When Ny > 4,
the slope reduces to 2 s/user. This implies that at Ny = 7 users,
our proposed algorithm reduces the computational complexity
by ~ 60% as the processing time reduces from 26 s in
AO to 10 s using our proposed algorithm. This difference in
computational complexity is fundamental as the DRL-based
approaches rely on neural networks, which merely perform

30ur results can be enhanced in terms of the power consumption and
violations by either extending the training episodes, decreasing the rate
increment A, and/or increasing the number of agents of the SCA. Most
notably, satisfying the main objective of this work, the obtained results show
an extreme reduction of the processing time (as will be shown in Section
IV-D) at the expense of a slight trade-off in the power efficiency.
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Fig. 5: Processing time versus the number of users. Our proposed
scheme reduces the processing time needed of obtaining the optimal
beamformer by ~ 60% at Ny = 7 users.

simple matrix multiplications (simple deterministic function
evaluation) in the testing phase. These operations are done
in a single shot and do not require any iterations. The AO,
however, is actually solving a hard optimization problem
(SOCP or SDP) once it acquires new channel matrices. Solving
these optimization problems requires iterating between solving
for W and ©. le., the DRL-based approaches trade online
computational complexity by offfine computational complexity.

V. CONCLUSION

In this paper, we considered the problem of designing
energy-efficient transmit beamforming and IRS phase shift ma-
trices for a MISO setting under per-user QoS constraints. Our
objective is to design a lightweight responsive optimization
designing framework to satisfy adaptive (near) real-time re-
quirements in 5G and beyond. We proposed a DRL solution to
the aforementioned problem based on the TD3 technique. The
rationale is to trade extensive offline computational complexity
in RL training (which is generally affordable) by simplified
online computations. Furthermore, we proposed a novel SCA
technique to avoid QoS violations without being exceedingly
conservative in exploring the action space. We showed from
extensive numerical evaluations that our SCA scheme achieves
similar energy efficiency as the state-of-the-art AO methods
(within 1dB-gap), with radically reduced online computations
(up to 60% reduction), and negligible QoS violations (unlike
the direct application of DRL techniques).
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