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Abstract— The performance limits of multimedia systems
combining source (multiple description) coding and channel
coding with user cooperation diversity over multi-hop channels
is studied. Performance is measured through the distortion
exponent, which measures the rate of decay of the end-to-
end distortion at asymptotic high SNRs. Two implementations
for user cooperation are considered: amplify-and-forward and
decode-and-forward. Results comparing different source and
channel coding schemes show that optimum channel coding
diversity provides the best performance, followed by source
coding diversity. The results also show that at low bandwidth
expansion factor, source encoding distortion is the main
limiting factor. As the bandwidth expansion factor increases,
user cooperation diversity is the main limiting factor, thus,
the distortion exponent could be improved by increasing the
number of relays.

I. I NTRODUCTION

One of the most challenging problems in wireless mul-
timedia communications is the need to overcome channel
fading. This problem is frequently addressed through diver-
sity techniques, which improves the likelihood of receiving
a useful message by transmitting multiple copies of the
signal in a way that each is independently affected by
channel impairments. Constrains in the mobiles size and
power have produced a new paradigm in diversity-exploiting
techniques where mobile terminals are associated so they
can help each other to ensure successful delivery of multiple
copies of a message. The communication channels in this
paradigm have received the generic name ofrelay channel
[1]. We will consider a multi-hop channel where there is
no direct path between the source and destination; i.e. the
information path between source and destination contains
one or more relaying nodes. At the signal processing level,
several techniques have been proposed for the relays to
forward the sources signals. Most notably, the idea of
achieving spatial diversity through user cooperation was
presented in [2], along with the idea of cooperation through
“decode-and-forward”. In [3], the authors introduced the
idea of implementing cooperation through various protocols

such as the “amplify-and-forward” protocol and further
studied the outage behavior of user-cooperation when using
distributed space-time coding in [4].

Diversity is not exclusive to implementations at the phys-
ical layer. As studied in [5], diversity can also be formed
when multiple channels are provided to the application
layer, where they are exploited through multiple description
source encoders. InMultiple Description Codingdifferent
descriptions of the source are generated with the property
that they can each be individually decoded or, if possible,
be jointly decoded to obtain a reconstruction of the source
with lower distortion [6]. The achievable rate-distortion
performance of multiple description codes was studied in
[7].

This paper focus on studying systems that exhibit diver-
sity of three forms: source coding diversity (when using
a dual description encoder), channel coding diversity and
user-cooperation diversity (implemented through multi-hop
channels, with amplify-and-forward or decode-and-forward
user cooperation). The presented analysis derives the distor-
tion exponent for several source-channel diversity achieving
schemes.

II. SYSTEM MODEL

We will focus on systems that communicate a source
signal over a wireless multi-hop. We will assume that
communication is performed over a complex, additive white
Gaussian noise (AWGN) fading channel. Denoting byI the
maximum average mutual information between the channel
input and output, for the channel under considerationI =
log(1+|h|2SNR), whereh is the fading value [8]. Because
of the random nature of the fading,I and the ability of the
channel to support transmission at some rate are themselves
random. The probability of the channel not being able to
support a rateR is called theoutage probabilityand is
given by P0 = Pr[I < R]. It will be convenient for us to
work with the random functioneI , which has a cumulative



distribution function (cdf)FeI that can be approximated at
high SNR as [5]

FeI (t) ≈ c

(
t

SNR

)p

. (1)

Both c andp are model-dependant parameters. For the case
of Rayleigh fading we havep = 1.

We consider a communication system consisting of a
source, a source encoder and a channel encoder. The source
samples are fed into the source encoder for quantization
and compression. The output of the source encoder are fed
into a channel encoder which outputsN channel inputs.
For K source samples andN channel inputs, we denote by
β , N/K, the bandwidth expansion factor or processing
gain. We assume thatK is large enough to average over the
statistics of the source butN is not sufficiently large to aver-
age over the statistics of the channel, i.e., we assume block
fading wireless channel. In this paper we are specifically
interested in systems where the source signal average end-
to-end distortion is the figure of merit. Thus, performance
will be measured in terms of the expected distortionE[D] =
E[d(s, ŝ)], where d(s, ŝ) = (1/K)

∑K
k=1 d(sk, ŝk) is the

average distortion between a sequences of K samples
and its corresponding reconstructionŝ andd(sk, ŝk) is the
distortion between a single samplesk and its reconstruction
ŝk. We will assumed(sk, ŝk) to be the mean-squared dis-
tortion measure. Following the fading channels assumption,
we will be interested in studying the system behavior at
large channel signal-to-noise ratios (SNRs) where system
performances can be compared in terms of the rate of decay
of the end-to-end distortion. This figure of merit called the
distortion exponent, [5], is defined as

∆ , − lim
SNR→∞

log E[D]
log SNR

. (2)

Let the input to the system be a memoryless source. Each
sample is first fed into a source encoder. We will consider
two types of source encoders: asingle description(SD) and
a dual descriptionsource encoder, i.e. the source encoder
generates either one or two coded descriptions of the source.

The performance of source encoders can be measured
through its achievable rate-distortion (R-D) function, which
characterizes the tradeoff between source encoding rate and
distortion. The R-D function for SD source encoders is fre-
quently considered to be of the formR = (1/c2) log(c1/D),
where R, the source encoding rate, is measured in nats
per channel use. This form of R-D function is a good
approximation in the high-resolution limit [9]. In this case,
the R-D function can be approximated without loss of
generality, as [7],

R =
1
2β

log
( 1

D

)
. (3)

For multiple description (MD) source encoders, the R-
D region is only known for the dual description source

encoders [7]. In dual description encoders, source samples
are encoded into two descriptions. Each description can
either be decoded independently of the other, when the
other is unusable at the receiver, or combined to achieve
a reconstruction of the source with a lower distortion,
D0, when both descriptions are received correctly. This
fact is reflected in the corresponding R-D function. Let
R1 and R2 be the source encoding rates of descriptions
1 and 2, respectively, andRmd = R1 + R2. All the
schemes we will consider in this work present the same
communication conditions for each description. Therefore,
it will be reasonable to assumeR1 = R2 = Rmd/2. Under
this condition, it was shown in [5] that the following bounds
can be derived

(4D0D1)−1/(2β) / eRmd / (2D0D1)−1/(2β), (4)

where the lower bound requiresD0 → 0 and the upper
bound requires alsoD1 → 0.

In the case of the high distortion scenario,D1 + D2 −
D0 > 1, the R-D function equals

Rmd =
1
2β

log
( 1

D0

)
. (5)

III. M ULTI -HOP AMPLIFY-AND-FORWARD PROTOCOL

In this section, we will consider the analysis for multi-
hop amplify-and-forward schemes with different channel
and source coding diversity achieving schemes.

A. Single Relay
The system under consideration consists of a source, a

relay, and a destination. Transmission of a message is done
in two phases. In phase 1, the source sends its information
to the relay node. The received signal at the relay node is
given by

yr1 = hs,r1

√
Pxs + ns,r1 , (6)

where hs,r1 is the channel gain between the source and
the relay node,P is the source transmit power where
E[‖xs‖2] = 1, ns,r1 is the noise at the relay node modeled
as zero mean circularly symmetric complex Gaussian noise
with varianceN0/2 per dimension, andxs is the transmit-
ted source symbol. In phase 2, the relay normalizes the
received signal by the factorα1 ≤

√
P

P |hs,r1 |2+N0
[3] and

retransmits to the destination. The received signal at the
destination is given by

yd = hr1,dα1yr1 + nr1,d

= hr1,dα1hs,r1

√
Pxs + hr1,dα1ns,r1 + nr1,d,

(7)

wherenr1,d is the noise at the destination node and is mod-
eled as zero mean circularly symmetric complex Gaussian
noise with varianceN0/2 per dimension. The mutual in-
formation is maximized whenα1 =

√
P

P |hs,r1 |2+N0
, i.e.,



satisfying the power constraint with equality. The mutual
information in this case was found to be [3]

I(xs, yd) = log
(

1 +
|hs,r1 |2SNR|hr1,d|2SNR

|hs,r1 |2SNR + |hr1,d|2SNR + 1

)
,

(8)
whereSNR = P/N0. At high SNR, we have

I(xs, yd) ≈ log
(

1 +
|hs,r1 |2SNR|hr1,d|2SNR

|hs,r1 |2SNR + |hr1,d|2SNR

)

≈ log
( |hs,r1 |2SNR|hr1,d|2SNR

|hs,r1 |2SNR + |hr1,d|2SNR

)
.

(9)

Equation (9) indicates that the two-hop amplify-and-forward
channel appears as a link with signal-to-noise ratio that is
the scaled harmonic mean of the source-relay and relay-
destination channels signal-to-noise ratios1. To calculate
the distortion exponent letZ1 = |hs,r1 |2SNR and Z2 =
|hr1,d|2SNR. Assuming symmetry between the source-
relay and relay-destination channels, we have

FZ1(t) ≈ c

(
t

SNR

)p

FZ2(t) ≈ c

(
t

SNR

)p

,

(10)

where FZ1(.) and FZ2(.) are the cdf of Z1 and Z2,
respectively. The scaled harmonic mean of two nonnegative
random variables can be upper and lower bounded as

1
2

min(Z1, Z2) ≤ Z1Z2

Z1 + Z2
≤ min(Z1, Z2). (11)

While the lower bound is achieved if and only ifZ1 = Z2,
Z1 = 0 or Z2 = 0, the upper bound is achieved if and
only if Z1 = 0 or Z2 = 0. Define the random variable
Z = Z1Z2

Z1+Z2
. From (11) we have

Pr [min(Z1, Z2) < t] ≤ Pr [Z < t] ≤ Pr [min(Z1, Z2) < 2t] .
(12)

Then we have

Pr [min(Z1, Z2) < t] = 2FZ1(t)− (FZ1(t))
2

≈ 2c

(
t

SNR

)p

− c2

(
t

SNR

)2p

≈ c1

(
t

SNR

)p

,

(13)

wherec1 = 2c. Similarly, we have

Pr [min(Z1, Z2) < 2t] ≈ c2

(
t

SNR

)p

, (14)

wherec2 = 2p+1c. From (13) and (14) we get

c1

(
t

SNR

)p

/ FZ(t) / c2

(
t

SNR

)p

, (15)

1The scaling factor is 1/2 since the harmonic mean of two numbers,X1

andX2, is 2X1X2
X1+X2

.

whereFZ(t) is the cdf of the random variableZ. The min-
imum expected end-to-end distortion can now be computed
as

E[D] = min
D

{
Pr [I(xs, yd) < R(D)] + D·

Pr [I(xs, yd) ≥ R(D)]
}

,
(16)

whereD is the source encoder distortion andR is the source
encoding rate. Note that (16) implicitly assumes that in the
case of an outage the missing source data is concealed by
replacing the missing source samples with their expected
value (equal to zero) and we assume unit variance source
(i.e., the source distortion under outage event equals 1).
Using the bounds in (15) the minimum expected distortion
can be upper and lower bounded as

min
D

{
c1

(
exp(R(D))

SNR

)p

+
[
1− c2

(
exp(R(D))

SNR

)p]
D

}

/ E[D] /

min
D

{
c2

(
exp(R(D))

SNR

)p

+
[
1− c1

(
exp(R(D))

SNR

)p]
D

}
.

(17)

For sufficiently large SNRs ,we have

min
D

{
c1

(
exp(R(D))

SNR

)p

+ D

}
/ E[D] /

min
D

{
c2

(
exp(R(D))

SNR

)p

+ D

}
.

(18)

From (3), exp(R(D)) = D
−1

2βm , whereβm = Nm/K as
illustrated in Fig. 1, which leads to

min
D

c1
D

−p
2βm

SNRp
+ D / E[D] / min

D
c2

D
−p

2βm

SNRp
+ D. (19)

Differentiating the lower bound and setting equal to zero
we get the optimizing distortion

D∗ =
(

2βm

c1p

) −2βm
2βm+p

SNR
−2βmp
2βm+p . (20)

Substituting from (20) into (19) we get

CLB SNR
−2βmp
2βm+p / E[D] / CUB SNR

−2βmp
2βm+p , (21)

whereCLB andCUB are terms that are independent of the
SNR.

The distortion exponent is now given by the following
theorem.

Theorem 1:The distortion exponent of the two-hop sin-
gle relay amplify-and-forward protocol is

∆SH−1R−AMP =
2pβm

p + 2βm
, (22)

whereβm = Nm/K, andNm is the number of the source
channel uses. (refer to Fig. 1)
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Fig. 1. Two-hop single relay system’ time frame structure.

In the sequel, we will use

FZ(t) ≈ ć

(
t

SNR

)p

, (23)

where Z is the scaled harmonic mean of the source-
relay and relay-destination signal-to-noise ratios andć is a
constant. Although the last relation does not follow directly
from (15) we use it for simplicity of presentation. The
analysis is not affected by this substitution as we can always
apply the analysis presented here by forming upper and
lower bounds on the expected distortion and this will yield
the same distortion exponent. We consider now a system
consisting of a source,M relay nodes and a destination
as shown in Fig. 2. TheM relay nodes amplify the
received signals from the source and then retransmit to the
destination. The destination selects the signal of the highest
quality (highest SNR) to recover the source signal. The
distortion exponent of this system is given by the following
theorem. (proof is omitted due to space limitations)

Theorem 2:The distortion exponent of the two-hop
M relays selection channel coding diversity amplify-and-
forward protocol is

∆SH−MR−AMP =
4Mpβm

M(M + 1)p + 4βm
. (24)

The distortion exponent shows a tradeoff between the di-
versity and the source encoder performance. Increasing the
number of relay nodes increases the diversity of the system
at the expense of using lower rate source encoder (higher
distortion under no outage). To get the optimal number of
relays,Mopt, note that the distortion exponent in (24) can
be easily shown to be concave in the number of relays.
Differentiating and setting equal to zero, we get

∂

∂M
∆SH−MR−AMP = 0 −→ Mopt = 2

√
βm

p
. (25)

If Mopt in (25) is an integer number then it is the optimal
number of relays. IfMopt in (25) is not an integer, substitute
in (24) with the largest integer that is less thanMopt and
the smallest integer that is greater thanMopt and choose
the one that yields the higher distortion exponent as the
optimum number of relay nodes. From the result in (25) it
is clear that the number of relays decreases, for a fixedβm,
as p increases. For higher channel quality (higherp) the
system performance is limited by the distortion introduced
by the source encoder in the absence of outage. Then, as
p increases, the optimum number of relays decreases to
allow for the use of a better source encoder with lower
source encoding distortion. In this scenario, the system is
said to be a quality limited system because the dominant
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Fig. 2. Two-hopM relays system’ time frame structure.
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Fig. 3. Two relays source and channel encoding for (a) optimal channel
coding diversity (b) source coding diversity.

phenomena in the end-to-end distortion is source encoding
distortion and not outage. Similarly asβm increases (higher
bandwidth), for a fixedp, the performance will be limited by
the outage event rather than the source encoding distortion.
As βm increases, the optimum number of relays increases to
achieve better outage performance. In this case, the system
is said to be an outage limited system.

B. Optimal Channel Coding Diversity with2 Relays
We consider now a system comprising a source, two

relays and a destination. The two blocks,xs1 and xs2 ,
are constructed as shown in Fig. 3(a). The first relay will
only forward the blockxs1 and the second relay will only
forward xs2 as shown in Fig. 4. From (9), it is straight
forward to show that the mutual information is

I ≈ log
(

1 +
|hs,r1 |2SNR|hr1,d|2SNR

|hs,r1 |2SNR + |hr1,d|2SNR

)

+ log
(

1 +
|hs,r2 |2SNR|hr2,d|2SNR

|hs,r2 |2SNR + |hr2,d|2SNR

)
,

(26)

where xs1 and xs2 are independent zero mean circularly
symmetric complex Gaussian random variables with vari-
ance1/2 per dimension.

We can show that the distortion exponent of this system
is given by the following theorem.

Theorem 3:The distortion exponent of the two-hop two-
relay optimal channel coding diversity amplify-and-forward
system is

∆SH−2R−OPTCH−AMP =
2pβm

p + βm
. (27)

Proof From [5], the distortion exponent for the optimal
channel coding diversity over two parallel channels can be
written as

∆SH−2R−OPTCH−AMP =
4pβ′′m

p + 2β′′m
, (28)

Using (23) and (26) and consideringβ′′m = N ′′
m/K where

N ′′
m is the number of source channel uses for thexs1 (xs2)
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block (refer to Fig. 4) we get for our system the same
distortion exponent as (28). For fair comparison with the
previous schemes we should have2Nm = 4N ′′

m, which
means thatβ′′m = 1

2βm. Finally, substituting this relation
in (28) yields (27).¥
C. Source Coding Diversity with2 Relays

We consider again a system with one source, two relays
and one destination nodes. The source transmits two blocks
xs1 andxs2 constructed as shown in Fig. 3(b). Each block
represents one of the two descriptions generated by the dual
descriptions source encoder. In this case, the two blocks
are broken up before the channel encoder, that is each
description is fed to a different channel encoder. The first
relay will only forward the blockxs1 and the second relay
will only forward xs2 as shown in Fig. 4. The distortion
exponent of this system is given by the following theorem.

Theorem 4:The distortion exponent of the two-hop 2
relays source coding diversity amplify-and-forward protocol
is

∆SH−2R−SRC−AMP = max
[

4pβm

3p + 2βm
,

2pβm

p + 2βm

]
.

(29)
Proof From [5], the distortion exponent for the source
coding diversity over two parallel channels can be written
as

∆SH−2R−SRC−AMP = max
[

8pβ′′m
3p + 4β′′m

,
4pβ′′m

p + 4β′′m

]
,

(30)
Using (23) and (26) and consideringβ′′m = N ′′

m/K (refer to
Fig. 4) we get for our system the same distortion exponent
as (30). For fair comparison with the previous schemes,
2Nm = 4N ′′

m; which leads toβ′′m = 1
2βm. Substituting this

equality in (30) completes the proof.¥

IV. M ULTI -HOP DECODE-AND-FORWARD PROTOCOL

In this section, we will analyze schemes using multi-
hop decode-and-forward user cooperation under different
channel and source coding diversity schemes. In these cases,
the relay nodes decode the received source symbols. Only
those relay nodes that had correctly decoded the source
symbols will proceed to retransmit them to the destination
node. An outage occurs when either the source-relay or
the relay-destination channel are in outage, as discussed
in Section II. That is, the quality of the source-relay-
destination link is limited by the minimum of the source-
relay and relay-destination channels. For the single relay
case we can formulate the outage as
Poutage = Pr [min(I(xs, yr1), I(xr1 , yd)) < R(D)] , (31)

where xr1 is the transmitted signal from the relay node.
Note that in those schemes using decode-and-forward the
quality (mutual information) of any source-relay-destination
link is limited by the minimum of the source-relay and
relay-destination links SNRs. On the other hand, for two-
hop amplify-and-forward schemes, the performance is lim-
ited by the scaled harmonic mean of the source-relay
and the relay-destination links SNRs which is strictly (if
both links are not absent) less than the minimum of the
two links SNRs. Hence, the multi-hop amplify-and-forward
protocol has a higher outage probability (lower quality)
than the multi-hop decode-and-forward protocol. That is,
in terms of outage probability, the multi-hop decode-and-
forward protocol outperforms the multi-hop amplify-and-
forward protocol. The above argument is also applicable
under different performance measures (for example, if the
performance measure was symbol error rate). From our
presentation so far it is clear that the distortion expo-
nents for multi-hop decode-and-forward schemes are the
same as their corresponding multi-hop amplify-and-forward
schemes for the repetition channel coding diversity and
source coding diversity cases. For example, for the two-
hop single relay decode-and-forward scheme, the minimum
expected distortion is given by the lower bound in (21),
which has the same distortion exponent as the two-hop
single relay amplify-and-forward scheme. We collect these
results in the following theorem.

Theorem 5:The distortion exponent of the multi-hop
decode-and-forward schemes are:
• for the two-hop single relay

∆SH−1R−DEC =
2pβm

p + 2βm
, (32)

• for the two-hopM relays selection channel coding
diversity

∆SH−MR−DEC =
4Mpβm

M(M + 1)p + 4βm
, (33)

• for the two-hop 2 relays source coding diversity

∆SH−2R−SRCDEC = max
[

4pβm

3p + 2βm
,

2pβm

p + 2βm

]
.

(34)

A. Optimal Channel Coding Diversity with2 Relays

We consider now the use of optimal channel coding
with two-relay decode-and-forward protocols. In this case,
the relay will perform joint decoding of the two blocks
xs1 and xs2 as illustrated in Fig. 5, which means that
when any relay decodes correctly it could forward both
xs1 and xs2 . Allowing the first relay to forward onlyxs1

if it has decoded correctly will cause a degradation in
the performance if the second relay decoded erroneously.
Hence, if the first relay decoded correctly and the second
did not, it is better (in terms of outage probability) for the
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first relay to forward bothxs1 and xs2 . Clearly, a similar
argument could be applied to the operation of the second
relay. Also, when both relays decode correctly, allowing the
second relay to transmit alsoxs1 andxs2 will cause a loss of
diversity. To gain both advantages (lower outage probability
when only one relay decodes correctly and diversity when
both correctly decode) we propose to use a space-time
transmission scheme. In our case we choose the Alamouti
scheme [10], with the time frame structure as shown in
Fig. 5. Then, the distortion exponent of this system is given
by the following theorem. (proof is omitted due to space
limitations)

Theorem 6:The distortion exponent of the two-hop 2
relays optimal channel coding diversity decode-and-forward
protocol is

∆SH−2R−OPTCH−DEC =
2pβm

p + βm
. (35)

Figure 6 compares the distortion exponent for the various
systems as a function ofβm for the multi-hop channel.
From Figure 6 it is clear that the optimal channel coding
diversity gives better distortion exponent than the source
coding diversity. A similar observation was made in [5] for
the case of parallel channels. Note that asβm increases,
the factor that limits the distortion exponent performance is
the diversity (number of relays nodes). In this case (high
βm), the system is said to be an outage limited system
as the outage probability, rather than the quality of the
source encoder, is the main limiting factor in the end-to-end
distortion. Figure 6 shows that in this scenario, the distortion
exponent performance is improved by increasing diversity
by increasing the number of relays. At lowβm the system
is said to be quality limited as the quality of the source
encoder (distortion under no outage), rather than the outage
probability, is the main limiting factor in the end-to-end
distortion. In this case, the gain from using a better source
encoder, that has a higher resolution, is more significant
than the gain from increasing the number of relay nodes.
Figure 6 shows that in this scenario, the distortion exponent
performance is improved by using only a single relay node
allowing for the use of a higher resolution source encoder.

V. CONCLUSION

The presented study focused on analyzing the achievable
performance limits, which was measured in terms of the
distortion exponent. Our results show that for the multi-
hop channels, optimum channel coding diversity provides
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better performance, followed by source coding diversity. We
showed that as the bandwidth expansion factor increases, the
distortion exponent is improved by increasing the number
of relays because user cooperation diversity is the main
limiting factor. In these cases, the system is said to be an
outage limited system. Therefore, it is better to cooperate
with more relays in this case which results in minimizing
the outage probability and, consequently, minimizing the
end-to-end distortion.
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