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Abstract—This article investigates the performance of intelligent reflective surfaces (IRS)-aided physical layer network coding (PNC) in two-way relaying channels (TWRC). Specifically, IRS is used to eliminate carrier phase offset (CPO) at the relay node. To this end, the IRS reflectors’ phase shifts are optimized to align the received signals from two source nodes at the relay. This facilitates using a simple mapping function at the relay to map the superimposed signal to a network-coded signal. Two scenarios are considered, the first of which assumes that each source node is served by a separate IRS panel, while the second scenario considers the more challenging case where only one IRS panel is available for the two source nodes. In the latter case, the IRS panel is seen by both source nodes and its phase shifts are optimized to mitigate the CPO problem while maximizing the received signal amplitude at the relay. This optimization problem is formulated and solved over the complex circle manifold. Finally, we extend the IRS-assisted PNC system to include channel coding and higher modulation orders, for which a repeat accumulate (RA) channel-coded IRS-aided PNC scheme is proposed for general quadrature amplitude modulation (QAM) signals. A belief propagation (BP) based algorithm is designed to decode the network-coded sequences over a q-Ring using modular arithmetic. Our simulation results validate the theoretical error expressions derived for the two-IRS scenario as well as the efficacy of the proposed manifold optimization approach for the one-IRS scenario. The results also confirm the efficacy of the designed channel-coded IRS-aided PNC using high QAM modulation orders.

Index Terms—Physical layer network coding, two-way relaying channels, intelligent reflective surfaces, repeat accumulate codes, sum-product algorithm, belief propagation.

I. INTRODUCTION

The application of physical layer network coding (PNC) in two-way relaying channel (TWRC) has attracted much interest by the wireless communications community during the past decade. PNC can effectively enhance the throughput of wireless networks by exploiting the broadcast nature of the wireless medium and mapping the superimposed signals at the relay during the multiple access (MA) stage to other versions of source messages, e.g., XOR or some linear combination of the original messages. In the broadcast stage, the relay forwards the network-coded signal to the source nodes so that every node can extract its intended message from the other node. PNC has been widely studied in various wireless scenarios such as non-orthogonal multiple access (NOMA) in 5G networks, random-access networks, and cognitive radio, where it has been shown to achieve substantial throughput improvement over conventional techniques [1]–[4].

Recently, intelligent reflective surfaces (IRS) have emerged as a promising technology for wireless systems [5]–[8]. IRS is a planar surface that consists of a large number of adjustable and low-cost passive elements. These elements are able to reflect the incident signals after controlling their amplitudes and phase. The IRS technology is rising since it can be an effective solution for improving the spectral and energy efficiency of wireless networks [9]. The core characteristic of IRSs lies in their ability to customize the wireless channel from the transmitter to the receiver to achieve different design purposes like signal strengthening and interference mitigation. Therefore, and because of the aforementioned advantages, the IRS has been extensively studied in the literature during the past few years and has been applied in many application scenarios. For example, many works investigated the application of IRS in multi-user systems such as [10]–[13]. Other works have studied the application of IRS in non-orthogonal multiple access (NOMA) networks where the IRS can be optimized to maximize the sum-rate of the system whether in the uplink [14], or in the downlink [15], [16]. Other applications to the IRS were investigated in other contexts such as wireless information and power transfer [17], [18], unmanned aerial vehicles (UAV) communications [19], and physical layer security [20]. With all the aforementioned applications, the IRS has been considered as one of the vital enabling technology for the upcoming six-generation (6G) wireless networks [21].

A. Related Work

Several works in the literature were proposed to provide practical solutions to the carrier phase offset (CPO) problem between communicating nodes in PNC. The CPO problem results from the phase difference between the random fading channels between the end nodes and the relay. In several works, dealing with the PNC asynchronies, including the CPO problem, is done in the context of channel-coded PNC, where the two end nodes in the TWRC simultaneously send channel-coded packets to the relay. The relay decodes the codewords from two sources in the superimposed signals in the MA stage. The main challenge here is how the relay decodes the superimposed codewords and deduces the network-coded sequence of the raw data at both end nodes, which contains the necessary information. The authors in [22] investigated the symbol misalignment as well as CPO problems in TWRC.
PNC, integrating channel coding with PNC. They proposed a general framework for jointly decoding the two packets at the relay, which can effectively deal with asynchronies while incorporating channel coding at the same time. The authors in [23] integrated irregular repeat accumulate (IRA) channel coding with TWRC PNC where both end nodes apply quadrature phase shift keying (QPSK) or pulse amplitude modulation (PAM). They proposed a linear modulation coding scheme to compute linear combinations of the data at the relay in a block fading channel by appropriately choosing the network coding coefficients in a way that best approximates the channel fading coefficients. A heterogeneous PNC scheme over a TWRC was designed and analyzed in [24], where the source nodes use different modulation orders according to their channel and traffic conditions. To overcome the CPO problem, the authors proposed an adaptive mapping function at the relay that changes based on the relative difference between the fading coefficients of both sources. The authors in [25] also proposed an adaptive PNC mapping scheme at the relay according to the channel conditions which greatly reduced the impact of MA interference. Their design was based on that every network coding map must satisfy the exclusive law by representing the maps by a 16-sides Latin square.

The authors in [26] derived lower and upper bounds on the symbol error rate (SER) of asynchronous PNC considering both phase and symbol misalignment. In [27], multiple soft-decision iterative decoding schemes for PNC, operating with coded modulation (CM) and bit-interleaved coded modulation (BICM), were proposed. The authors in [28] presented some non-linear equalization approaches for PNC systems suffering from frequency selective fading channels aiming at mitigating the distortions induced by the channel. In [29], the authors designed a joint decoding scheme at the relay for channel coded heterogeneous modulation PNC. Their decoding scheme was built on designing adaptive bit-level mapping functions which were optimized according to the two source-relay channel coefficients in the TWRC. In [30], a PNC design for network multiple-input-multiple-output (MIMO) was proposed to address the issue of high user densities in 5G networks. The proposed design criteria were set to ensure that the PNC mapping functions used at each access point overcome the singular fade states and ambiguities induced by the fading channels. The authors in [31] studied coherent detection for PNC with short packet transmissions in a TWRC operated with binary frequency shift keying (BFSK) which is less sensitive to CPO and requires less channel knowledge at the relay.

B. Motivations and Contributions

Motivated by the above works, this paper is an attempt to address the critical problem of CPO between PNC nodes by exploiting the IRS technology. As the number of reflectors in an IRS panel increases, the effect of multi-path fading diminishes because the IRS elements introduce certain phase shifts, in the form of beamforming phases to the signal rays to make them constructively add at the relay. This concept is similar to channel hardening in massive MIMO systems. To this end, we study the IRS-aided PNC system in a TWRC scenario. Firstly, we study an IRS-aided PNC scenario where two IRS panels assist the transmission, each is seen by only one end node in TWRC. Every IRS panel, in this scenario, is responsible for adjusting the fading channels of the specific node that sees it. A detailed approximate error performance analysis, considering the use of binary phase shift keying (BPSK) modulation at both end nodes, is provided for this scenario using the central limit theorem (CLT). The optimum detector is derived for this scenario and the corresponding approximate error probability is calculated for the IRS-adjusted fading channels at the relay.

Second, we move on to the more challenging scenario where only one IRS panel exists in the TWRC and is seen by both end nodes. In this scenario, the phase shifts of the IRS panel are optimized to jointly align the phases of the channels of both end nodes while maximizing the aggregate received signal amplitude at the relay to minimize the detection error probability. The optimization problem is formulated as a constrained maximization problem over the complex circle Riemannian manifold and then solved using an exact penalty method. Finally, we discuss the application of the presented IRS-aided PNC scenarios in practical communication systems where channel coding and high modulation orders are required. We use $q$-ary repeat accumulate (RA)-channel-coded sequences over the ring $R = \mathbb{Z}/q\mathbb{Z}$ at both end nodes, where $q$ is the modulation order and $\mathbb{Z}$ is the group of integer numbers. Because of aligning the two received signals from the end nodes due to the use of IRS, $q$ can be any power of 2, which is suitable for practical communication systems. To the best of our knowledge, this work is the first attempt to deal with practical channel-coded PNC with high modulation orders in a fading TWRC. In [23], the authors presented modulation-coded PNC with high modulation orders to produce $q$-ary signals. However, they were forced to only use prime $q$ values to be able to avoid ambiguity in dealing with the Rayleigh fading TWRC scenario. On the other hand, in our IRS-assisted PNC system, the IRS could cancel the channel fading effect, so we could use any practical value of $q$, i.e., powers of 2. A joint channel-network decoding algorithm is proposed to decode network-coded packets over the $q$-ring $R$ at the relay. The decoding algorithm is based on the iterative sum-product algorithm, where we derive the necessary update rules that are required to be applied in each iteration. Simulation results are provided at the end to verify the theoretical analysis and depict the performance gains of the proposed schemes. The contributions of this work are summarized as follows:

1. A detailed approximate CLT-based mathematical analysis is performed, assuming BPSK at both end nodes, for the two-IRS aided PNC scenario, to derive an expression for the probability of XOR (of the two source nodes' data) detection error at the relay.

2. Formulate and solve an optimization problem of the phase shifts of the IRS panel in the more challenging IRS scenario where the two end nodes use the same IRS panel. The optimization problem is formulated and

---

1It should be noted here that the available literature on PNC in the context of TWRC has mostly focused on BPSK modulation and/or uncoded systems.
solved over the complex circle Riemannian manifold using manifold optimization tools.

3) Design a joint network-channel decoding scheme based on the sum-product algorithm to decode a network-coded message sequence from a superimposed RA-channel-coded q-ary sequences at the relay. The decoder exploits the IRS-adjusted received symbols at the relay to efficiently decode the superimposed codewords which are encoded over the ring $R = \mathbb{Z}/q\mathbb{Z}$.

The rest of the paper is organized as follows. In Sec. II, the IRS-aided TWRC system model is presented, while in Sec. III, the error probability of the adopted transmission scheme is analyzed. An efficient manifold-based optimization scheme is presented in Sec. IV to optimize the phase shifts of a single-IRS-assisted PNC in a TWRC scenario. In Sec. V, we discuss the design of channel-coded IRS-assisted PNC along with the associated decoding algorithm when higher order modulations at both end nodes are used. Finally, simulation results and conclusions are given in Sections VI and VII, respectively.

II. SYSTEM MODEL

In this article, we propose an IRS-assisted PNC scheme in a TWRC, where two end nodes want to exchange information using a middle relay node. The IRS-aided PNC system model adopted is shown in Fig. 1, where a separate IRS panel exists on each side of the relay to adjust the uplink channels of the corresponding end node. Every end node can see the IRS panel near to it. Every IRS panel has $L$ reflectors where each of them introduces a different phase shift, $e^{j\theta}$, to the reflected signal ray. Let the two end nodes be denoted as $A$ and $B$, and they want to exchange messages with the help of the relay node $N_R$. All the nodes are assumed to operate in half-duplex mode, i.e., the nodes cannot transmit and receive at the same time. In the TWRC, both end nodes can transmit their data to the relay node with the help of the IRS panel.

The direct node-relay channels are assumed to be independent and identically distributed (i.i.d) Rayleigh fading channels, and they are denoted as $v_A$ and $v_B$ for node $A$ and node $B$, respectively. The IRS-relay channel vectors are denoted as $g_A$ and $g_B \in \mathbb{C}^{L \times 1}$ for node $A$ and node $B$ respectively, and they are given as

$$ \mathbf{g}_m = \sqrt{pl(d_{m,I_B})} \mathbf{g}_{m,Ray}, \quad m \in \{A, B\} $$

where $d_{m, I_B}$ is the distance between the IRS and the relay, and $\mathbf{g}_{m,Ray}$ represents the Rayleigh fading component whose elements are i.i.d. complex normal, $\mathcal{CN}(0, 1)$, random variables.

The end node-IRS channel vectors are denoted as $\mathbf{h}_A$ and $\mathbf{h}_B \in \mathbb{C}^{L \times 1}$ for $A$ and $B$ respectively, and they are given as

$$ \mathbf{h}_m = \sqrt{pl(d_{m,Lm})} \mathbf{h}_{m,Ray}, \quad m \in \{A, B\} $$

where $d_{m, I_m}$ is the distance between the end node and its associated IRS panel, and $\mathbf{h}_{m,Ray}$ represents the Rayleigh fading component whose elements are i.i.d. complex normal, $\mathcal{CN}(0, 1)$, random variables.

The $pl$ factor in the channel model represents the path loss which is modeled for all the channels as

$$ pl(d) = \eta_0 \left( \frac{d}{d_0} \right)^{-\alpha}, $$

where $\eta_0$ is the path loss at the reference distance $d_0 = 1$ m, $d$ represents the link distance between the transmitter and the receiver, and $\alpha$ is the path loss exponent. Since the IRS panel is typically set up in a position where a strong path to the relay and to the end node can exist, the path loss exponents of the IRS-relay and the node-IRS links are typically higher than the path loss exponent of the direct node-relay links. Additionally, as shown in Fig. 1, we assume that our system model is located in a harsh environment where the direct node-relay channels suffer from blockages, hence the IRS panels are used to assist the communication. Consequently, the path loss exponent of the direct node-relay channels is assumed to be much higher than the path loss exponent of the node-IRS-relay links.

The information exchange scenario between node $A$ and node $B$ consists of two stages, namely the MA and the broadcast (BC) stage. In the MA stage, the two source nodes simultaneously transmit their data symbols to the relay node, $N_R$. Hence, the relay receives a superimposed signal which is a linear combination of the two source messages weighted by the corresponding channel fading coefficients. Therefore, the relay, $N_R$, uses a mapping function to map the received superimposed signal to a network-coded symbol which is then broadcast to the end nodes during the BC phase. For example, the mapping function can be the XOR function. Assuming the source nodes simultaneously transmit the information symbols $x_A$ and $x_B$, the received signal at the relay can be given as

$$ y_R = (\alpha_A \mathbf{h}_A^{T} \Theta_A \mathbf{g}_A + v_A) \sqrt{T_A x_A} + (\alpha_B \mathbf{h}_B^{T} \Theta_B \mathbf{g}_B + v_B) \sqrt{T_B x_B} + n, $$

where $n$ denotes the additive noise which is modeled as complex Gaussian with zero mean and variance $\sigma_n^2$ and $\Theta$ is a diagonal matrix whose diagonal elements are the IRS reflecting elements, i.e., $\Theta = \text{diag}\{ e^{j\theta_{m,1}}, e^{j\theta_{m,2}}, \ldots, e^{j\theta_{m,L}} \}$, $m \in \{A, B\}$, with $\theta_{m,i} \in [0, 2\pi]$ representing the phase shift introduced by the $i$-th IRS reflecting element. The values $P_A$ and $P_B$ represents the transmit powers of node $A$ and node $B$ respectively. The two end nodes adjust their transmit powers according to the overall node-IRS-relay channel gain.

In our model, we assume perfect synchronization between the two transmitting nodes, so that there is no symbol misalignment between $x_A$ and $x_B$ [23]–[25], [28]–[30]. Some papers have focused on the asynchronous PNC case; the interested reader is referred to [22], [32].
The higher the node’s distance from the relay, the higher the transmit power that the node consumes to equalize the average received power of the two received signals. We will discuss how $P_A$ and $P_B$ are adjusted to account for the different path loss values seen by the two end nodes in the next section. The IRS angles, $\theta_{A_i}$ and $\theta_{B_i}$, are adjusted to cancel the overall phase of the $i$-th path of the different copies of $x_A$ and $x_B$, respectively, so that they arrive at the relay node having the same phase, i.e., aligned. This is how the IRS panels can solve the critical CPO problem between the two end nodes [22], [33] in PNC TWRC systems. Therefore, the introduced phase shift of the $i$-th reflector should be adjusted as $\theta_{mi} = -\theta_{hmi} - \theta_{gmi}$, $m \in \{A, B\}$ \forall i. The relay can calculate all the IRS phase shifts since we assume it has knowledge of the IRS channel fading coefficients. Then, the received signal at the relay node can be written as

$$
y_R = (\alpha_A \sum_{i=1}^{L} |h_{Ai}| |g_{Ai}| + v_A) \sqrt{P_A} x_A$$

$$+ (\alpha_B \sum_{i=1}^{L} |h_{Bi}| |g_{Bi}| + v_B) \sqrt{P_B} x_B + n.
$$

(5)

The parameters $\alpha_A$ and $\alpha_B$ are attenuation factors at the IRS panels which are adjusted to guarantee that the two received signals at the relay have equal amplitude levels for efficient PNC detection. In the next section, we discuss how these factors are calculated. It must be noted that the attenuation factor at the IRS panel is constant per all its reflectors and is always less than or equal to one, i.e., $\alpha_m \leq 1$, which guarantees that the used IRS panels are passive. This type of IRS panels is called $\epsilon$-relaxed passive IRS whose elements are capable of scaling the reflected signal by the same factor, between $1 - \epsilon$ and 1, for all reflector elements [37]. In the following section, we discuss the XOR-PNC mapping and detection in details when BPSK modulation is used, then an approximate error probability of the IRS-aided PNC system is derived.

### III. Error Probability Analysis of the IRS-PNC

In the previous section, we presented the IRS-aided PNC scheme in a TWRC and how the IRS panels can be used to mitigate the CPO problem caused by the wireless channel fading coefficients. In this section, the probability of error performance of the IRS-aided PNC scheme is studied, where integral forms are derived to approximate the error performance of the scheme. We assume in our analysis that both end nodes, $A$ and $B$, transmit BPSK modulation symbols, i.e., $x_A$ and $x_B$ in (5) are carved from the set $\{1, -1\}$. In the following, we are going to derive the optimal detector and the corresponding probability of error for the XOR mapping of $x_A$ and $x_B$, denoted as $d_{\text{xor}}$, at the relay node, conditioned on the fading channel gains. Then the derived error probability will be averaged over the distribution of the channels.

This is widely accepted in the context of IRS-assisted communication [5]-[20]. This assumption is valid since some works in the literature studied the channel estimation/acquisition problem for the IRS assisted systems [34]-[36].

### A. Optimal detector

In this subsection, we derive the optimal decision rule assuming that no attenuation is done at the IRS panels to equalize the amplitudes of the two received superimposed signals, i.e., $\alpha_A$ and $\alpha_B$ in (5) are set to 1. Since we are only interested in detecting the XOR mapping of $x_A$ and $x_B$ in (5), then the optimal decision rule should only detect whether $x_A$ and $x_B$ have same values ($d_{\text{xor}} = 0$), or they are different ($d_{\text{xor}} = 1$). Hence, the optimal decision rule is given as

$$
\text{Pr}(x_A=1, x_B=1|y_R) + \text{Pr}(x_A=-1, x_B=-1|y_R) \geq \frac{d_{\text{xor}}=0}{d_{\text{xor}}=1}
$$

(6)

Assuming that $\gamma_A = \sum_{i=1}^{L} |h_{Ai}| |g_{Ai}| + v_A$ and $\gamma_B = \sum_{i=1}^{L} |h_{Bi}| |g_{Bi}| + v_B$ in (5), then the received signal at the relay can be expressed as

$$
y_R = \sqrt{P_A} \gamma_A x_A + \sqrt{P_B} \gamma_B x_B + n.
$$

(7)

Hence, the optimal decision rule in (6) can be reduced to

$$
\exp\left\{-\frac{|y_R - \sqrt{P_A} \gamma_A - \sqrt{P_B} \gamma_B|^2}{2\sigma_n^2}\right\} + \exp\left\{-\frac{|y_R + \sqrt{P_A} \gamma_A + \sqrt{P_B} \gamma_B|^2}{2\sigma_n^2}\right\} \geq \frac{d_{\text{xor}}=0}{d_{\text{xor}}=1}
$$

$$
\exp\left\{-\frac{|y_R - \sqrt{P_A} \gamma_B + \sqrt{P_B} \gamma_B|^2}{2\sigma_n^2}\right\} + \exp\left\{-\frac{|y_R + \sqrt{P_A} \gamma_B - \sqrt{P_B} \gamma_B|^2}{2\sigma_n^2}\right\}.
$$

(8)

As we can see in (8), the decision rule of the optimal detector is computationally complex as no simple thresholds can be calculated to ease the detection process. Therefore, in the next sub-section, we present an efficient sub-optimal detector whose detection rule is based on simple thresholds. Then, we will calculate the error probability that corresponds to the presented sub-optimal simple detector.

### B. Sub-optimal detector with error probability calculations

In this subsection, we provide a simple sub-optimal detector to detect the XOR mapping from the received superimposed PNC signal at the relay. In our IRS-assisted PNC system model, there are $L$ reflected rays from the IRS reflectors coherently added at the relay node. This constructive interference makes the reflected signal much stronger than the signal coming from the direct link as $L$ increases. Therefore, the out-of-phase components of the two direct links, i.e, $\text{Im}(v_A)$ and $\text{Im}(v_B)$, can be neglected to simplify the detection process. Hence, the overall effective channels of the two transmitted signals seen by the relay can be approximated as

$$
\gamma_A^R = \sum_{i=1}^{L} |h_{Ai}| |g_{Ai}| + \text{Re}(v_A), \quad \gamma_B^R = \sum_{i=1}^{L} |h_{Bi}| |g_{Bi}| + \text{Re}(v_B),
$$

(9)

where $\gamma_A^R$ and $\gamma_B^R$ are the real components of $\gamma_A$ and $\gamma_B$, respectively. The attenuation factors at the relay are adjusted to equalize the amplitudes of the two received signals at the relay. Specifically, if $\sqrt{P_A} \gamma_A^R < \sqrt{P_B} \gamma_B^R$, then $\alpha_A$ is set to 1, i.e. no attenuation, while $\alpha_B < 1$ is chosen such that $\sqrt{P_A} \gamma_A^R = \sqrt{P_B} \left(\alpha_B \sum_{i=1}^{L} |h_{Bi}| |g_{Bi}| + \text{Re}(v_B)\right)$, and vice versa.

As long as the attenuation factors, $\alpha_A$ and $\alpha_B$, in (5) equalize the amplitudes of the two received signals at the relay
from the two end nodes, then the received superimposed signal at $N_R$ can be expressed as

$$y_R = \Gamma x_A + \Gamma x_B + n,$$  
(10)

where $\Gamma = \min\{\sqrt{P_A}G_A, \sqrt{P_B}G_B\}$. The proposed attenuation factors at the IRS panels, $\alpha_A$ and $\alpha_B$, may result in large power loss in unbalanced channels. Specifically, if one of the two nodes (and its associated IRS) is farther away from the relay than the other node, its channel gain is expected to be much lower than that of the nearer node. Consequently, the IRS of the nearer node must apply a very small attenuation factor to align its signal with the far node, which may lead to high power loss. To avoid this problem, the two nodes adjust their transmit powers, $P_A$ and $P_B$, according to their average overall channel gains seen by the relay. The expected value of the received amplitudes of $x_A$ and $x_B$ should be equalized by adjusting $P_A$ and $P_B$ so that $E(\sqrt{P_A}g_A) = E(\sqrt{P_B}g_B)$. Since $Re(v_A)$ and $Re(v_B)$ are Gaussian random variables with zero mean, then $P_A$ and $P_B$ can be adjusted as

$$\sqrt{P_A}E(\sum_{i=1}^{L}\{|g_{Ai}||g_{Bi}|\}) = \sqrt{P_B}E(\sum_{i=1}^{L}\{|g_{Bi}||g_{Bi}|\}).$$  
(11)

By substituting $g_{mi}$ and $h_{mi}$ as in (1) and (2), the transmit powers can be related as

$$\sqrt{P_A}\sqrt{pl(d_{A,I_A})}\sqrt{pl(d_{A,I,A})}\sum_{i=1}^{L}|h_{Ai}||g_{Ai}| = \sqrt{P_B}\sqrt{pl(d_{B,I_B})}\sqrt{pl(d_{B,I,B})}\sum_{i=1}^{L}|h_{Bi}||g_{Bi}|.$$  
(12)

Since $h_{mi}^\text{Ray}$ and $g_{mi}^\text{Ray}$ are all i.i.d. complex normal random variables having zero mean and unit variance, $CN(0,1)$, then the two expectations in (12) must have equal values and hence the transmit powers can be simply related as

$$P_Apl(d_{A,I,A})pl(d_{I,A,N_R}) = P_Bpl(d_{B,I,B})pl(d_{I,B,N_N}).$$  
(13)

As long as the IRS panels align and equalize the two signals sent from the end nodes at the relay as in (10), the relay only receives one of the three values, $\{-2\Gamma, 0, 2\Gamma\}$, which refer to the XOR signal of interest. The relay, $N_R$, is concerned about detecting a network-coded mapping function of the two received superimposed signals, i.e., the XOR of $x_A$ and $x_B$, $d_{\text{xor}}$. If the received value at the relay is detected as 0, then the relay decides that the two signals, $x_A$ and $x_B$, are different as they cancel each other out, i.e., the XOR mapping is 0. On the other hand, if the received value at the relay is detected as $-2\Gamma$ or $2\Gamma$, then the relay decides that the two signals are the same, i.e., the XOR mapping is 0. Therefore, the optimal detector can be given as

$$\exp\left\{-\frac{(y_R-2\Gamma)^2}{2\sigma_n^2}\right\} + \exp\left\{-\frac{(y_R+2\Gamma)^2}{2\sigma_n^2}\right\} \cdot \frac{d_{\text{xor}}=0}{d_{\text{xor}}=1} 2\exp\left\{-\frac{y_R^2}{2\sigma_n^2}\right\}.$$  
(14)

By expanding (14) and dividing both sides by $\exp\left\{-\frac{y_R^2-4\Gamma^2}{2\sigma_n^2}\right\}$, the detector in (14) can be further simplified to

$$\exp\left\{-\frac{2\Gamma^2}{\sigma_n^2}\right\} + \exp\left\{-\frac{2\Gamma^2}{\sigma_n^2}\right\} \cdot \frac{d_{\text{xor}}=0}{d_{\text{xor}}=1} 2\exp\left\{\frac{2\Gamma^2}{\sigma_n^2}\right\}.$$  
(15)

By substituting $\exp\left\{\frac{2\Gamma^2}{\sigma_n^2}\right\}$ with $z$ and after some manipulations, the detector equation can be shown to be given as

$$z^2 - 2\exp\left\{\frac{2\Gamma^2}{\sigma_n^2}\right\} z + 1 = \frac{d_{\text{xor}}=0}{d_{\text{xor}}=1} 2\exp\left\{\frac{2\Gamma^2}{\sigma_n^2}\right\}.$$  
(16)

Therefore, by solving the above second order polynomial equation and mapping $z$ to $y_R$ again, the thresholds of the above detection rule can be shown to be given as

$$\lambda_{1,2} = \pm\Gamma \pm \frac{\sigma_n^2}{2} \ln \left[1 + \sqrt{1 - e^{-4\Gamma^2/\sigma_n^2}}\right],$$  
(17)

and the corresponding detection rule is given as

$$d_{\text{xor}} = \begin{cases} 1 & \lambda_2 \leq y_R \leq \lambda_1 \\ 0 & \text{otherwise}. \end{cases}$$  
(18)

Consequently, the probability of error of the optimal detector derived above can be calculated as

$$P_e = \frac{1}{2} \sqrt{2\pi\sigma_n^2} \left(\int_{-\infty}^{\lambda_2} \frac{y_R^2}{2\sigma_n^2} dy_R + \frac{1}{2} \sqrt{2\pi\sigma_n^2} \int_{\lambda_1}^{\infty} \frac{y_R^2}{2\sigma_n^2} dy_R\right) + \frac{1}{2} \sqrt{2\pi\sigma_n^2} \int_{\lambda_2}^{\lambda_1} \frac{y_R^2}{2\sigma_n^2} dy_R,$$  
(19)

and due to the symmetry of the bell curve and having $\lambda_1 = -\lambda_2$, then the probability of error can be further simplified as

$$P_e = \frac{1}{2} \sqrt{2\pi\sigma_n^2} \int_{-\infty}^{\lambda_2} \frac{y_R^2}{2\sigma_n^2} dy_R + \frac{1}{2} \sqrt{2\pi\sigma_n^2} \int_{\lambda_1}^{\lambda_2} \frac{y_R^2}{2\sigma_n^2} dy_R + \frac{1}{2} \sqrt{2\pi\sigma_n^2} \int_{\lambda_2}^{\lambda_1} \frac{y_R^2}{2\sigma_n^2} dy_R,$$  
(20)

C. Averaging Error Probability over the distribution of $\Gamma$

In this subsection, the distribution of $\Gamma$ is derived then used to calculate the average probability of error of the IRS-assisted PNC system. The distribution of $\Gamma$, $f_\Gamma$, is the minimum of two independent random variables, $\min(\sqrt{P_A}G_A, \sqrt{P_B}G_B)$, where $\gamma_A^R$ and $\gamma_B^R$ are defined in (9). Therefore, the distributions of $\gamma_A^R$ and $\gamma_B^R$ are first approximated using CLT, then they are used to derive the distribution of $\Gamma = \min(\sqrt{P_A}G_A, \sqrt{P_B}G_B)$. We calculate the distribution of $\gamma_A^R$ first, then the distribution of $\gamma_B^R$ is calculated similarly.

As in (9), $\gamma_A^R$ has two terms. The first term, let’s call it $S_1$, is the summation of $L$ i.i.d. random variables, each is the multiplication of two i.i.d. Rayleigh random variables, i.e., $|h_{Ai}||g_{Ai}|$, hence the CLT can be used to derive an approximation of $S_1$ distribution, $f_{S_1}$, as $L \to \infty$. Consequently, $f_{S_1}$ is approximated to follow a Gaussian distribution whose mean value and variance need to be calculated. Assuming that $U = |h_{Ai}||g_{Ai}|$, the expected value of $U$ can be given as [38]

$$\mu_U = \mathbb{E}(|h_{Ai}||g_{Ai}|) = \mathbb{E}(|h_{Ai}|)\mathbb{E}(|g_{Ai}|) = \sqrt{pl(d_{A,I,A})pl(d_{I,A,N_N})\mathbb{E}(|h_{Ai}^\text{Ray}|)\mathbb{E}(|g_{Ai}^\text{Ray}|)},$$  
(21)

where $\sigma_{Ray} = 1/\sqrt{2}$ is the standard deviation of the real or imaginary part of the complex Gaussian distribution of the
Rayleigh fading coefficients $h_{\text{Ray}}^{\text{m}_i}$ and $g_{\text{Ray}}^{\text{m}_i}$. Let $U = XY$, then the variance of $U$ can be calculated as

$$\text{Var}(U) = \text{Var}(XY) = E(X^2)E(Y^2) - \mu_X^2\mu_Y^2$$

$$= \left[ \text{Var}(X) + \mu_X^2 \right] \left[ \text{Var}(Y) + \mu_Y^2 \right] - \mu_X^2\mu_Y^2$$

$$= \text{Var}(X)\text{Var}(Y) + \mu_X^2\text{Var}(Y) + \mu_Y^2\text{Var}(X),$$

(22)

where $X$ and $Y$ are i.i.d. and Rayleigh distributed random variables, with $\mu_X$ and $\mu_Y$ their mean values, respectively. By substituting in (22) with the mean and variance of the Rayleigh distribution in [38], the variance of $U$ can then given by

$$\text{Var}(U) = pl(d_{IA,IA})pl(d_{IA,NR}) \frac{16 - \pi^2}{4} \sigma^2_{\text{Ray}}.$$  

(23)

Therefore, the mean and variance of $S_1$ can be given as

$$\mu_{S_1} = L\mu_U = L \sqrt{pl(d_{IA,IA})pl(d_{IA,NR})} \frac{\pi}{2} \sigma^2_{\text{Ray}}$$

(24)

$$\text{Var}(S_1) = L \text{Var}(U) = Lpl(d_{IA,IA})pl(d_{IA,NR}) \frac{16 - \pi^2}{4} \sigma^2_{\text{Ray}}.$$  

(25)

The second term of $\gamma_i^R$, $\text{Re}(v_A)$, is already a Gaussian random variable whose mean and variance are given as

$$E(\text{Re}(v_A)) = 0, \quad \text{Var}(\text{Re}(v_A)) = pl(d_{A,NR})\sigma^2_{\text{Ray}}.$$  

(26)

Finally, $\sqrt{P_A} \gamma_i^R$ is approximated to follow a Gaussian distribution since it is the sum of $S_1$ and $\text{Re}(v_A)$, and scaled by a constant, $\sqrt{P_A}$. Then, the mean and variance of $\sqrt{P_A} \gamma_i^R$ are given as

$$\mu_1 = L \sqrt{P_Apl(d_{IA,IA})pl(d_{IA,NR})} \frac{\pi}{2} \sigma^2_{\text{Ray}}$$

$$\sigma_1^2 = P_A \left( Lpl(d_{IA,IA})pl(d_{IA,NR}) \frac{16 - \pi^2}{4} \sigma^2_{\text{Ray}} + pl(d_{A,NR})\sigma^2_{\text{Ray}} \right).$$  

(27)

Similarly, $\sqrt{P_B} \gamma_i^B$ is approximated to follow a Gaussian distribution whose mean and variance are given as

$$\mu_2 = L \sqrt{P_Bpl(d_{IB,IB})pl(d_{IB,NR})} \frac{\pi}{2} \sigma^2_{\text{Ray}}$$

$$\sigma_2^2 = P_B \left( Lpl(d_{IB,IB})pl(d_{IB,NR}) \frac{16 - \pi^2}{4} \sigma^2_{\text{Ray}} + pl(d_{B,NR})\sigma^2_{\text{Ray}} \right).$$  

(28)

From (13), we can notice that $\mu_1 = \mu_2 = \mu$. Now, we derive the required distribution, $f_{\Gamma}$, which is the minimum of two independent Gaussian random variables, $\sqrt{P_A} \gamma_i^R$ and $\sqrt{P_B} \gamma_i^B$; the probability density function (PDF) of $\Gamma$ can be given as [39]

$$f_{\Gamma}(\Gamma) = \frac{1}{\sigma_1} \phi \left( \frac{\Gamma - \mu}{\sigma_1} \right) \Phi \left( \frac{\Gamma - \mu}{\sigma_2} \right) + \frac{1}{\sigma_2} \Phi \left( \frac{\Gamma - \mu}{\sigma_1} \right) \phi \left( \frac{\Gamma - \mu}{\sigma_2} \right),$$

(29)

where $\phi$ and $\Phi$ are the PDF and cumulative distribution function (CDF) of the standard normal distribution. Finally, the probability of error can be given as

$$P_{e,avg} = \int_0^{\infty} P_e(\Gamma) f_{\Gamma}(\Gamma) d\Gamma,$$

(30)

where $P_e(\Gamma)$ and $f_{\Gamma}(\Gamma)$ are substituted as in (20) and (29). $P_e(\Gamma)$ is a function of $\lambda_1$ and $\lambda_2$, and both are functions of $\Gamma$ as in (17). The integral in (30) does not have a closed-form expression, however, it can be easily computed numerically.

IV. PHASE SHIFTS OPTIMIZATION OF A SINGLE-IRS-PNC

In contrast to the previous sections, in this section, we discuss a TWRC system model that is aided by only one IRS panel seen by the two end nodes. This limitation requires a proper adjustment of the IRS phase shifts to align the two signals from the two end nodes at the relay. The received signal at the relay node, in this case, can be given as

$$y_R = \left( \sum_{i=1}^L h_{Ai}e^{j\theta_i}g_i + v_A \right) \sqrt{P_A}x_A + \left( \sum_{i=1}^L h_{Bi}e^{j\theta_i}g_i + v_B \right) \sqrt{P_B}x_B + n,$$

(31)

where $g_i$ is the Rayleigh channel fading coefficient between the $i$-th reflecting element of the IRS panel and the relay node and they follow the channel model in (1). The transmit powers $P_A$ and $P_B$ are adjusted as in (13). Our objective in this section is to calculate the optimum IRS phase shifts, $\theta_i$'s, that maximize the amplitude of the received signals at the relay while adhering to the constraint that the two signals are closely aligned, i.e., the two received signals must have nearly the same composite magnitude and phase of their respective effective channels at the relay. Hence, this optimization problem can be formulated as

$$\max_{\mathbf{w}_i} \quad \left| \sum_{i=1}^L h_{Ai}g_iw_i + v_A \right|^2$$

s.t. \quad $\left| \sqrt{P_A} \left( \sum_{i=1}^L h_{Ai}g_iw_i + v_A \right) - \sqrt{P_B} \left( \sum_{i=1}^L h_{Bi}g_iw_i + v_B \right) \right|^2 \leq \epsilon$

$$|w_i| = 1, \quad i = 1, 2, \ldots, L,$$

(32a)

(32b)

(32c)

where $w_i = e^{j\theta_i}$ is the reflecting coefficient of the $i$-th reflector of the IRS panel and $\epsilon$ is a relatively small positive number that ensures sufficient alignment of the two received signals, i.e., both signals have nearly same phase and equal amplitudes at the relay. In case we put $\epsilon = 0$, then the constraint becomes an equality constraint which forces the two received signals to have exactly same phase and amplitudes at the relay.

The unity absolute value constraints on the IRS coefficients, $w_i$, restricts the solution of the above optimization problem to be on the surface of a smooth Riemannian manifold contained in $\mathbb{C}^L$. Specifically, all the optimization variables, $w_i$, are restricted to lie on a continuous search space specified by the complex circle manifold, which is given by

$$\mathcal{S} = \{ w_i \in \mathbb{C} : |w_i| = 1 \}.$$  

(33)

The circle, $\mathcal{S}$, is a smooth Riemannian sub-manifold of $\mathbb{C}$. The $L$ optimization variables, $w_i$'s, of the IRS have a feasible set which is the Cartesian product of $L$ complex circles, i.e.,

$$\mathcal{S}_1 \times \mathcal{S}_2 \times \ldots \times \mathcal{S}_L.$$  

(34)

The above Cartesian product forms a smooth Riemannian sub-manifold of $\mathbb{C}^L$ because it is the product of smooth Riemannian manifolds. The resultant manifold is called the complex circle manifold and is formally defined as

$$\mathcal{S}_L^L = \{ \mathbf{w} = [w_1, \ldots, w_L] \in \mathbb{C}^L : |w_1| = \ldots = |w_L| = 1 \}.$$  

(35)
Therefore, the solution of (32) must be located on the surface of the complex circle manifold. Hence, in the following, we propose a manifold optimization based approach to solve (32). Manifold optimization techniques was used in the IRS literature to solve different problems for different IRS-assisted communication systems [40]–[42].

The optimization problem in (32) has one more constraint in addition to the unit modulus constraints on \( w_i \)’s. Hence, we propose to use a standard approach to handle the additional constraints which is the exact penalty method. In order to replace the constraints, this method modifies the objective function by adding a weighted penalty for each constraint for violating this constraint. Therefore, the problem is converted to an unconstrained optimization problem, however, a non-smooth one in general. In the Riemannian case, to solve the problem in (32), the exact penalty method solves the following

\[
\min_{w_i \in \mathcal{M}} - \left( \sum_{i=1}^{L} h_{Ai}g_{i}w_{i} + v_{A} \right)^2 + \rho \max \{0, r(w)\}, \tag{36}
\]

where \( \rho > 0 \) is a penalty weight, \( \mathcal{M} \) is the Riemannian manifold and \( r(w) \) is defined as

\[
r(w) = \sqrt{\mathcal{P}_A(\sum_{i=1}^{L} h_{Ai}g_{i}w_{i} + v_{A}) - \sqrt{\mathcal{P}_B(\sum_{i=1}^{L} h_{Bi}g_{i}w_{i} + v_{B})}} - \varepsilon. \tag{37}
\]

Note that the constant modulus constraint in (32) is satisfied by restricting the feasible set to the manifold \( \mathcal{M} \). In the Euclidean case, only a finite penalty weight \( \rho \) is needed to exactly satisfy the constraints, hence the method’s name. By analogy, we have the same previous approach in the Riemannian manifold case [43]. The resulting penalized cost function in (36) is not smooth because the cost function contains a maximum function that is not smooth around zero. Using a smoothing technique, we can smooth and solve (36) as follows. A common approach called linear-quadratic loss [44] is used to smooth the maximum function in (36). Here, with a smoothing parameter, \( u > 0 \), we smooth the maximum function as

\[
\max \{0, r(w)\} \approx \mathcal{P}(r(w), u), \text{ where } \mathcal{P}(r(w), u) \text{ is given as}
\]

\[
\mathcal{P}(r(w), u) = \begin{cases} 0 & r(w) \leq 0 \\ (r(w)^2)/(2u) & 0 \leq r(w) \leq u \\ r(w) - u/2 & r(w) \geq u. \end{cases} \tag{38}
\]

Therefore, an unconstrained version of our manifold optimization problem can be written as

\[
\min_{w \in \mathcal{M}} Q(w, \rho, u) = f(w) + \rho \mathcal{P}(r(w), u), \tag{39}
\]

where \( f(w) = -\left( \sum_{i=1}^{L} h_{Ai}g_{i}w_{i} + v_{A} \right)^2 \), \( \mathcal{M} \rightarrow \mathbb{R} \) is a smooth real-valued objective function to be optimized. Now, our problem has been converted to a smooth unconstrained optimization on the surface of the complex circle manifold, \( \mathbb{S}^L \). Hence, gradient-based unconstrained manifold optimization algorithms can then be used to efficiently search for a solution.

A gradient-descent algorithm on Riemannian manifolds consists of two main steps like the case of Euclidean spaces. At first, we find a descent direction, then the step size along this direction is calculated. These steps are repeated in order to update the solution iteratively until it converges. However, the previous steps are adjusted to cope with the geometric nature of the manifold and are discussed in the following. The tangent space, \( \mathcal{T}_w\mathcal{M} \), at a point, \( w \), on a differentiable manifold, \( \mathcal{M} \), is defined as the real vector space that intuitively contains the possible directions in which one can tangentially pass through \( w \). The tangent space at \( w \) is given by

\[
\mathcal{T}_w\mathcal{M} = \{ v \in \mathbb{C}^L : \text{Re}(v \odot w^* = 0_L) \}, \tag{40}
\]

where \( \text{Re} \{ \} \) denotes the element-wise real-part of a complex vector, and \( \odot \) denotes the Hadamard element-wise multiplication. The gradient that is used in manifold optimization contexts is called the Riemannian gradient, and it is the direction of the steepest increase of the cost function at a given point on the manifold, \( w \), but restricted to its tangent space. To compute the Riemannian gradient at a point, we first compute the the Euclidean gradient at this point then we project it onto the tangent space using a projection operator.

The projection operator, \( P_{\mathcal{T}_w\mathcal{M}} \), at point \( w \) on the complex circle manifold is given by [43]

\[
P_{\mathcal{T}_w\mathcal{M}}(v) = v - \text{Re}\{v \odot w^* \} \odot w. \tag{41}
\]

Therefore, the Riemannian gradient of our smooth objective function \( Q \) on the manifold can be given as

\[
\nabla_M Q(w) = P_{\mathcal{T}_w\mathcal{M}}(\nabla Q(w)) = \nabla Q(w) - \text{Re}\{\nabla Q(w) \odot w^* \} \odot w, \tag{42}
\]

where \( \nabla Q(w) \) is the Euclidean gradient at the point \( w \).

Algorithm 1 presents the steps of solving the unconstrained problem \( Q \) in (39) by iteratively updating the penalty coefficient \( \rho \) and smoothing parameter \( u \).

Algorithm 1: Exact penalty method via smoothing

1. **Input:** Starting point \( w_0 \), starting penalty coefficient \( \rho_0 \), starting smoothing accuracy \( u_0 \), minimum smoothing accuracy \( u_{\text{min}} \), constant \( \theta_\rho \in (0, 1), \theta_\rho > 1, \tau \geq 0 \), minimum step length \( d_{\text{min}} \).

2. For \( k = 0, 1, 2, \ldots \) do

3. To obtain \( w_{k+1} \), choose any sub-solver to approximately solve

\[
\min_{w \in \mathcal{M}} Q(w, \rho_k, u_k)
\]

with warm-start at \( w_k \) and stopping criterion

\[
\|\text{grad } Q(w, \rho_k, u_k)\| \leq \delta.
\]

4. If \( (\text{dist}(w_k, w_{k+1}) < d_{\text{min}} \text{ or } u_k \leq u_{\text{min}}) \) and \( r(w_{k+1}) < \tau \) then

5. Return \( w_{k+1} \);

6. End

7. \( u_{k+1} = \max\{u_{\text{min}}, \theta_u u_k\} \);

8. If \( (k = 0 \text{ or } r(w_{k+1}) \geq \tau) \) then

9. \( \rho_{k+1} = \theta_\rho \rho_k \);

10. Else

11. \( \rho_{k+1} = \rho_k \);

12. End

13. End
To sum up, the feasibility of (32) is ensured as follows. The unit modulus constraint in (32c) is simply met by solving the optimization problem on the complex circle manifold as explained above. The other constraint (32b) is satisfied using the exact penalty method as in (36), by stitching the constraint into the objective function itself using a penalty weight, $\rho$, to convert the problem from being constrained to being an unconstrained optimization problem.

In this paragraph, we discuss the dynamics of Algorithm 1 and how the parameters $\rho$ and $u$ are updated in each iteration. First, it should be noted that the optimum points of the penalized unconstrained problem in (39) coincide with the optimum points of the original problem if the penalty coefficient $\rho$ is set above some certain threshold [43]. This threshold is often not known and starting with a high value for $\rho$ may slow down the convergence of Algorithm 1. Therefore, a common approach in [45] is used to tackle this by setting $\rho$ at a relatively low initial value, then keeping increasing $\rho$ in each iteration if the constraint (32b) is not satisfied as in lines 8 and 9 in Algorithm 1. The value $\tau$ is set as a low positive number which represents a tolerance factor over which the constraint $r_k(w_{k+1})$ is considered out of the feasible set and $\rho$ must be increased. The parameter $\rho_k$ is increased by multiplying it with $\theta$, which is a constant and greater than one. The lower the smoothing parameter $u$, the more approximation accuracy of the function (38). However, if $u$ is too small, numerical difficulties may arise in the used approximation function (38). Therefore, the algorithm starts with an initial value $u_0$, then it decreases the value of $u_k$ in each iteration as in line 7 until it reaches a minimum value $u_{\text{min}}$ after which the value of $u_k$ cannot be decreased. The parameter $\theta_u$ is a positive constant fraction which is multiplied by $u_k$ in each iteration to lower its value. When the distance between the obtained solutions in the current and previous iteration is lower than $d_{\text{min}}$, the algorithm terminates. In each iteration, a manifold optimization solver is used to solve the unconstrained problem in (39), as in line 3 in the algorithm, with a stopping criterion set on the gradient norm. We used the trust region solver [43] in the Manopt MATLAB tool [46] to solve the manifold optimization problem in each iteration.

V. IRS-PNC FOR HIGHER MODULATION ORDERS

In this section, we study the application of IRS-aided PNC discussed above in practical communication systems where channel coding and higher modulation orders are used. As discussed in previous sections, IRS is used to align the two received superimposed signals and to cancel the CPO problem between the two end nodes. Consequently, the real dimension of one complex signal will remain orthogonal to the imaginary dimension of the other superimposed signal at the relay, and no interference from real dimensions to imaginary dimensions will occur, and vice versa. Therefore, the real dimensions of the two end nodes will be superimposed on each other, separated from the received superimposed imaginary dimensions. Hence, the relay can deduce network-coded packets from both real and imaginary dimensions separately. Therefore, we assume that the information sequence at the end node $A$ is divided into two streams: $u_A$ and $u_A'$. The two information streams are encoded separately using two separate encoders to form the two codewords, $c_A$ and $c_A'$. Then, the codeword $c_A$ is modulated over the real dimension of node $A$, while $c_A'$ is modulated over the imaginary dimension to form the modulation-coded complex sequence, $x_A$. The encoding and modulation at node $B$ is done likewise. Hence, after passing through the IRS-aided TWRC during the broadcast phase, the received vector at the relay is given as

$$y_R = \Gamma x_A + \Gamma x_B + n_R,$$  \hspace{1cm} (43)

where $n_R$ is the additive noise vector at the relay $N_R$ and $\Gamma$ represents the summation of the IRS-adjusted fading channels between the end nodes and the relay in (10). We consider the RA channel coding in this section, where we design specific decoding schemes to decode the desired network-coded information packets. In the following, the encoding and modulation processes of the channel-coded IRS-assisted PNC design with high modulation orders are illustrated in detail along with their associated decoding schemes.

Denote the $q$-ary first part, to be modulated on the real dimension, of the information sequence of node $m$ by $u_m = [u_{m,1}, u_{m,2}, \ldots, u_{m,K}]^T$, $m \in \{A, B\}$, where $u_{m,k} \in \{0, 1, \ldots, q-1\}$, $k = 1, \ldots, K$, $q = 2^z$, where $z$ is a positive integer and $K$ is the length of the message sequence. The message sequence of node $m$ is encoded to create the codeword, $c_m = [c_{m,1}, \ldots, c_{m,N}]^T$, using an RA encoder over the ring $R = \mathbb{Z}/q\mathbb{Z}$, where $\mathbb{Z}$ is the set of integer numbers and $N$ is the length of the codeword. The sum operation, $\bar{x} + \bar{y}$, in $\mathbb{Z}/q\mathbb{Z}$ is defined as the remainder when the integer $x + y$ is divided by $q$. The $q$-ary codeword, $c_m$, is then modulated as a real $q$-pulse amplitude modulation (PAM) signal on the real dimension. Furthermore, the second part of the data sequence, to be modulated on the imaginary dimension, $u_m'$, is RA-encoded to form the codeword, $c_m'$, then modulated as a $q$-PAM signal on the imaginary dimension. Hence, $q^2$-ary quadrature amplitude modulation (QAM) is considered here where the $q^2$-ary QAM set under consideration is the Cartesian product of the real $q$-PAM signal with itself.\footnote{Note that channel coded IRS-assisted PNC can be applied to the two-IRS and the single-IRS scenarios which were discussed in II and IV, respectively.\footnote{For clarity, we present only the case of square QAM constellations. However, our model can be readily extended to non-square constellations.}} The modulation-coded symbol sequence can then be written as $x_m = [x_{m,1}, \ldots, x_{m,N}]^T$, where $x_{m,n}$ is given by

$$x_{m,n} = \eta \left( c_{m,n} - \frac{q-1}{2} \right) + \eta j \left( c'_{m,n} - \frac{q-1}{2} \right),$$  \hspace{1cm} (44)

where $m \in \{A, B\}$, $n = 1, 2, \ldots, N$, $j = \sqrt{-1}$, and $\eta$ is a power scaling factor. In the following, we present two different decoding schemes to decode network-coded information sequences from the received superimposed signal at the relay. In the following, we discuss two decoding schemes, namely modular-sum and arithmetic-sum, to decode the superimposed codewords on the real dimension of the received signal; The decoding of the imaginary dimension is done likewise.

\hspace{1cm}
A. Modular-Sum-based Channel-Network Decoding

The modular-sum joint channel-network decoding is based on the detection of the $R$-modulo-sum over the ring, $R$, of the two signals coming from the end nodes. The relay, $N_R$, first estimates the probability mass function (PMF) of $c_{A,n} \oplus c_{B,n}$, denoted by $P_{c_{A,n} \oplus c_{B,n}}(a) = Pr(c_{A,n} \oplus c_{B,n} = a|\{y_{R,n}\})$, from the $n$-th received symbol $y_{R,n}$, where $\oplus$ is the $R$-modulo-sum operation defined earlier. Using the same linear channel codes at both end nodes, the sequence $c_A \oplus c_B$ is the codeword of $u_A \oplus u_B$. By decoding the estimate of $c_A \oplus c_B$, i.e., $P_{c_{A,n} \oplus c_{B,n},n}$ directly with a soft input decoder, the relay can obtain $u_A \oplus u_B$.

The Tanner graph shown in Fig. 2 is read from the left to the right in the RA encoding process, with the function, $f$, defined as the $R$-modulo-sum of its two inputs; The output of $f$ can be written as

$$c_{\oplus,n} = f(c_{\oplus,n-1}, s_{\oplus,n}) = c_{\oplus,n-1} \oplus s_{\oplus,n},$$

where $c_{\oplus,n} = c_{A,n} \oplus c_{B,n}$, $c_{\oplus,n-1} = c_{A,n-1} \oplus c_{B,n-1}$, and $s_{\oplus,n} = s_{A,n} \oplus s_{B,n}$. The value $s_{m,n}$ is the $n$-th interleaved symbol of node $m$, and it equals the value of the $k$-th information symbol of node $m$, i.e., $s_{m,n} = u_{m,k}$, where $m \in \{A,B\}$. The mapping from index $k$ to the index $n$ is determined by the interleaver in Fig. 2, which is the same for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders. In the decoding process, input is added to the evidence nodes on the rightmost as $q$ for both of the end nodes’ encoders.
$S = s_{B,n}$, $\tilde{C} = c_{\oplus,n-1}$, and $C = c_{\oplus,n}$, the probability that the symbol $S$ is equal to 0 given the two input messages $p$ and $q$ is calculated, given that $C = S \oplus \tilde{C}$, as

$$\Pr(S = 0 | \tilde{C} \sim p, C \sim q) = \sum_{i=0}^{3} \Pr(\tilde{C} = i) \Pr(S = 0 | \tilde{C} = i, C \sim q)$$

$$= \Pr(C = 0 | \tilde{C} = 0 | p) \Pr(C = 0 | q) + \Pr(C = 1 | \tilde{C} = 0 | p) \Pr(C = 1 | q) + \Pr(C = 2 | \tilde{C} = 0 | p) \Pr(C = 2 | q) + \Pr(C = 3 | \tilde{C} = 0 | p) \Pr(C = 3 | q)$$

$$= p_0q_0 + p_1q_1 + p_2q_2 + p_3q_3,$$

(50)

where $C \sim q$ means that the random variable $C$ has a PMF distribution as the values in the $q$ vector. Similarly, the probabilities that the symbol $S$ takes the values 1, 2, and 3, given the two input messages, can be obtained. Therefore, the message update rule at the check node in the backward propagation is given as

$$CHK_1(p, q) = (p_0q_0 + p_1q_1 + p_2q_2 + p_3q_3, p_0q_1 + p_1q_2 + p_2q_3 + p_3q_0, p_0q_2 + p_1q_3 + p_2q_0 + p_3q_1, p_0q_3 + p_1q_0 + p_2q_1 + p_3q_2).$$

(51)

On the other hand, when the message passing is left to right, i.e., forward propagation, the probability that the symbol $C$ is equal to 0 given the two input messages $p$ and $q$ is calculated, given that $C = S \oplus \tilde{C}$, as

$$\Pr(C = 0 | S \sim q) = \Pr(S = 0 | \tilde{C} = 0 | p) \Pr(C = 1 | \tilde{C} = 1 | p) \Pr(S = 3 | q)$$

$$+ \Pr(\tilde{C} = 1 | \tilde{C} = 0 | p) \Pr(S = 2 | q) + \Pr(C = 3 | \tilde{C} = 0 | p) \Pr(S = 1 | q).$$

(52)

Similarly, the probabilities that the symbol $C$ takes the values 1, 2, and 3, given the two input messages, can be obtained. Therefore, the message update rule at the check node in the forward propagation is given as

$$CHK_2(p, q) = (p_0q_0 + p_1q_3 + p_2q_2 + p_3q_1, p_0q_1 + p_1q_0 + p_2q_3 + p_3q_2, p_0q_2 + p_1q_2 + p_2q_0 + p_3q_3, p_0q_3 + p_1q_1 + p_2q_1 + p_3q_0).$$

(53)

### B. Arithmetic-sum based channel-network decoding

In this subsection, and motivated by the results in [47], which show the superiority of arithmetic-sum-based decoding in the binary case over the modulo-2 sum, we consider the use of arithmetic-sum based decoding. We extend the work in [47], which considered only binary channel-coded PNC. We design and present the arithmetic-sum-based channel-network decoding scheme for the general $q$-ary message sequences. The 4-ary message sequences, i.e., $q = 4$, are considered as an example in this subsection, by deriving its factor graph and the corresponding update rules$^6$ of the BP decoding algorithm.

The arithmetic-sum based decoding scheme works as follows. First, the relay obtains the PMF of $u_{A,k} \oplus u_{B,k}$, denoted by $P_{u_{A,k} \oplus u_{B,k}}(a) = \Pr(u_{A,k} \oplus u_{B,k} = a | y_R)$, by decoding the received signal, $y_R$. The “+” operation here is the regular arithmetic-sum over the real numbers. Then, the target network-coded information, $u_A \oplus u_B$, can be directly obtained using the following symbol-level PNC mapping

$$u_{A,k} \oplus u_{B,k} = \begin{cases} 0 & \text{arg max } P_{u_{A,k} \oplus u_{B,k}}(a) = 0 \text{ or } 4 \\ 1 & \text{arg max } P_{u_{A,k} \oplus u_{B,k}}(a) = 1 \text{ or } 5 \\ 2 & \text{arg max } P_{u_{A,k} \oplus u_{B,k}}(a) = 2 \text{ or } 6 \\ 3 & \text{arg max } P_{u_{A,k} \oplus u_{B,k}}(a) = 3. \end{cases}$$

(54)

After that, the network coded information, $u_A \oplus u_B$, is encoded at the relay using a standard channel encoder and is broadcast to both end nodes in the broadcast phase.

The decoder at $N_R$ is different from the traditional RA decoder. In arithmetic-sum based PNC, the decoder can be considered as processing the received superimposed vector, $y_R$, at the relay to produce the arithmetic-sum of the two source message sequences, $u_A + u_B$. Without the additive noise at the relay, the received signals are the superposition of the two codewords transmitted by the two end nodes. Hence, the objective of the decoder at $N_R$ can be seen as the inverse of the superposition of the encoding processes at the end nodes. Therefore, the decoder at $N_R$ can be considered as the decoder of a virtual encoder whose input $u_v$ and output $c_v$ are

$$u_v = u_A + u_B, \quad c_v = c_A + c_B.$$  

(55)

The decoder design is based on the structure of this virtual encoder which is similar to that of the regular RA encoder in Fig. 2, when being read form left to right, except that the modulo-$q$ sum is now replaced by a general function $f$. The function $f$ is derived based on the requirements in (55). Consequently, the function $f$ in Fig. 2 needs to satisfy

$$e_{v,n} = f(e_{v,n-1}, s_{v,n}) = c_{A,n} + c_{B,n},$$ 

when $u_{v,k} = u_{A,k} + u_{B,k}$,

where the symbol, $s_{v,n} = s_{A,n} + s_{B,n}$, is the $n$th interleaved symbol of the virtual encoder, i.e., $s_{v,n} = u_{v,k}$. The mapping from the index $k$ to the index $n$ is determined by the interleaver, which is the same for both the end nodes’ encoders and the virtual encoder. Based on Fig. 2, the relations between $c_{A,n}$, $c_{B,n}$ and $u_{A,k}$, $u_{B,k}$ can be, respectively, written as

$$c_{A,n} = c_{A,n-1} \oplus s_{A,n} = c_{A,n-1} \oplus u_{A,k},$$

$$c_{B,n} = c_{B,n-1} \oplus s_{B,n} = c_{B,n-1} \oplus u_{B,k}. \tag{57}$$

By combining equations (56) and (57), the general function $f$ can be obtained as

$$e_{v,n} = f(e_{v,n-1}, s_{v,n}) = c_{A,n-1} \oplus u_{A,k} + c_{B,n-1} \oplus u_{B,k}, \tag{58}$$

where all possible inputs and corresponding outputs of $f$ are calculated in Table I for a 4-ary message sequence.

In the decoding process of the arithmetic-sum, the input is added to the evidence nodes on the rightmost as a $(2q-1)$-state message, which represents the PMF of the arithmetic-sum, $c_{A,n} + c_{B,n}$. The messages on the edges connecting information nodes with check nodes are the PMFs of $u_{A,k} \oplus u_{B,k}$, while those on the edges connecting the code nodes with the check nodes or the evidence nodes are the PMFs of $c_{A,n} + c_{B,n}$. By assuming the message space is 4-ary, i.e., $q = 4$ and $u_{m,k} \in \{0, 1, 2, 3\}$, as an example for the rest of the section, the decoding is presented in the following steps.

$^6$The design presented here can be readily extended to consider any other higher-order modulation scheme.
variable node is connected to three separate edges except for initially set to the $S$ and $q$.

Assuming that $p = (p_0, p_1, p_2, p_3, p_4, p_5, p_6)$ and $q = (q_0, q_1, q_2, q_3, q_4, q_5, q_6)$ be the message input from two different nodes. All the messages associated with the edges are initially set to the prior probabilities of the seven states, i.e. $(1/16, 2/16, 3/16, 4/16, 3/16, 2/16, 1/16)$, except for the messages on the edges connected to the evidence nodes.

**Input of the Evidence Nodes:** Denote the input seven-state PMF of $c_{A,n} + c_{B,n}$ at the $n$-th evidence node as $p_n = (p_0, p_1, p_2, p_3, p_4, p_5, p_6)$, which is calculated as

$$
p_0 = g_x(-3, -3), \quad p_1 = g_x(-3, -1) + g_x(-1, -3),
$$

$$
p_2 = g_x(-1, -1) + g_x(-3, 1) + g_x(1, -3),
$$

$$
p_3 = g_x(1, -1) + g_x(-1, 1) + g_x(3, -3) + g_x(-3, 3),
$$

$$
p_4 = g_x(1, 1) + g_x(-3, 1) + g_x(1, -3),
$$

$$
p_5 = g_x(3, 1) + g_x(1, 3), \quad p_6 = g_x(3, 3),
$$

where $x \in \{1, 2\}$, $g_x$ is defined in (46) and (47) in which $\beta_x$ is a normalization factor that ensures that $\sum_{i=0}^{6} p_i = 1$.

**Message Updating for the variable nodes:** Assuming that the repetition factor of the virtual RA encoder is 3, every variable node is connected to three separate edges except for the last code node at the bottom. The output message of a variable node is represented as $VAR(p, q)$, where $p$ and $q$ are the seven-state input messages passed from the other two connected edges, whereas the output is the updated message on the rest edge. Using the same calculations in [47], the output message for the variable node in our scheme is derived as

$$
VAR(p, q) = \frac{1}{\zeta} (p_0 q_0 + p_1 q_1 + p_2 q_2 + p_3 q_3 + p_4 q_4 + p_5 q_5 + p_6 q_6),
$$

where $\zeta$ is a normalization factor.

**Message Updating for the check Nodes:** The output message of a check node is represented as $CHK(p, q)$, where $p$ and $q$ are the input messages that come from the other two connected edges, whereas the output is the updated message on the third (rest) edge. Let $S = s_{A,n} + s_{B,n}$, $C = c_{A,n-1} + c_{B,n-1}$, and $C = c_{A,n} + c_{B,n}$, we first compute the output message of the check node when propagating from right to left (backward propagation), i.e., the PMF of $S$. The PMF of $S$ is derived by calculating the probabilities that $S$ takes the values 0, 1, $\ldots$, 6 given the PMFs of $C$ and $C$. The probability that the symbol $S$ is equal to 0 given $p$ and $q$ is calculated as

$$
Pr(S=0|C=S, C=q) = \sum_{i=0}^{6} Pr(C=i|p)Pr(S=0|C=i, C=q).
$$

To calculate $Pr(S=0|C=i, C=q)$, let’s take an example when $C = 2$. From Table I, given $C = 2$, we can find that $S = 0$ or 4 when $C = 2$. Hence, we need to calculate how probable $S = 0$ is when $C = 2$ given that $C = 2$. From (58), we can obtain all the possibilities that $C$ takes the value 2 when $C = 2$. When $C = 2$, the pair $(c_{A,n-1}, c_{B,n-1})$ can take the values $(0, 2)$, $(2, 0)$, $(1, 1)$. When $S = 0$, the pair $(s_{A,n}, s_{B,n})$ takes the value $(0, 0)$, however, when $S = 4$, the pair can take the values $(2, 2)$, $(3, 1)$, or $(1, 3)$; using these values in (58) and taking all possible combinations that lead to $C = 2$ as in Table II, we can count the number of occurrences of $S=0$ when $C=2$ and $C=2$.

From Table II, we see that $S=s_{A,n}+s_{B,n}$ took the value 0 three times out of nine when $C=2$. Hence, the probability $Pr(S=0|C=i, C=q)$ equals to $(1/3)Pr(C=2)=(1/3)\frac{1}{2}$. In a similar manner, we can get the other terms of (61) as

$$
Pr(S=0|C=p, C=q) = Pr(C=0|p)Pr(C=0|q) + (1/2)Pr(C=1|p)Pr(C=1|q) + (1/3)Pr(C=2|p)Pr(C=2|q) + (1/4)Pr(C=3|p)Pr(C=3|q) + (1/3)Pr(C=4|p)Pr(C=4|q) + (1/2)Pr(C=5|p)Pr(C=5|q) + Pr(C=6|p)Pr(C=6|q) = P_0 + P_1 + P_2 + P_3 + P_4 + P_5 + P_6.
$$

Similarly, the probabilities that the symbol $S$ takes the values 1, $\ldots$, 6 given the two input messages can be calculated. Therefore, the message update rule at the check node in backward propagation can be given as in (63).

When the messages are passed form left to right, i.e., during forward propagation, the probability that the symbol $C$ is equal
to 0 given p and q is calculated, following Table I, as
\[
Pr(C = 0 | \bar{C} = p, S \sim q) \\
= Pr(\bar{C} = 0 | p)Pr(S(0) = q) + (1/4)Pr(\bar{C} = 1 | p)Pr(S(3) = q) \\
+ (2/9)Pr(\bar{C} = 2 | p)Pr(S(2) = q) + (1/3)Pr(\bar{C} = 3 | p)Pr(S(6) = q) \\
+ (1/4)Pr(\bar{C} = 3 | p)Pr(S(1) = q) + (1/4)Pr(\bar{C} = 3 | p)Pr(S(5) = q) \\
+ (1/3)Pr(\bar{C} = 4 | p)Pr(S(4) = q) + (1/4)Pr(\bar{C} = 5 | p)Pr(S(3) = q) \\
+ (1/3)Pr(\bar{C} = 6 | p)Pr(S(2) = q) \\
= p_0 q_0 + p_1 q_3/4 + p_2 (q_6/3 + 2q_2/9) + p_3 (q_5 + q_1)/4 \\
+ p_4 q_4/3 + p_5 q_5/4 + p_6 q_2/3. \\
\text{(65)}
\]

In (65), we have accounted for all combinations of \( \bar{C} \) and \( S \) that produce \( C = 0 \). However, sometimes, e.g. \((\bar{C}, S) = (2, 2)\), \( C \) may be 0 or 4. In this case, we have to compute the probability of \( C = 0 \) when \((\bar{C}, S) = (2, 2)\). When \( C = \bar{C} = 2 \), the pair \((c_{A,n-1}, c_{B,n-1})\) can take the values \((0, 2), (2, 0)\), or \((1, 1)\). When \( S = 2 \), the pair \((s_{A,n}, s_{B,n})\) can take the values \((0, 2), (2, 1)\), or \((1, 1)\); using these values in (58) and taking all possible combinations as in Table III, we can count the number of occurrences of \( C = 0 \) when \( \bar{C} = 2 \) and \( S = 2 \).

From Table III, we see that \( C = 2 \) occurred twice out of the nine possibilities. Hence, the probability \( Pr(C = 0 | \bar{C} = 2, S = 2) \) is 2/9. Similarly, we can get the scaling fractions of the other terms in (65).

The probabilities that the symbol \( C \) takes the values 1, . . . , 6 given the two input messages, can be calculated in the same manner. Therefore, the message update rule at the check node in the forward propagation can be given as in (66).

\[
CH_K_1(p, q) = [p_0 q_0 + p_1 q_1/2 + p_2 q_2/3 + p_3 q_3/4 + p_4 q_4/3 + p_5 q_5/2 + p_6 q_6, \\
p_0 q_1 + 2p_1 q_2/3 + p_2 q_3/2 + p_3 q_4/2 + p_4 q_5/3 + p_5 q_6/2 + p_6 q_7/2, \\
p_0 q_2 + 3p_1 q_3/4 + p_2 q_4/2 + p_3 q_5/2 + p_4 q_6/3 + p_5 q_7/2 + p_6 q_8/2, \\
p_0 q_3 + p_1 q_4 + p_2 q_5/2 + p_3 q_6/3 + p_4 q_7/2 + p_5 q_8/2 + p_6 q_9/2, \\
p_0 q_4 + p_1 q_5 + p_2 q_6/3 + p_3 q_7/2 + p_4 q_8/2 + p_5 q_9/2 + p_6 q_{10/2}, \\
p_0 q_5 + p_1 q_6 + p_2 q_7/3 + p_3 q_8/2 + p_4 q_9/2 + p_5 q_{10/2} + p_6 q_{11/2}, \\
p_0 q_6 + p_1 q_7/2 + p_2 q_8/3 + p_3 q_9/2 + p_4 q_{10/2} + p_5 q_{11/2} + p_6 q_{12/2}, \\
p_0 q_7 + p_1 q_{13/2} + p_2 q_{14/2} + p_3 q_{15/2} + p_4 q_{16/2} + p_5 q_{17/2} + p_6 q_{18/2}]. \\
\text{(63)}
\]

\[
CH_K_2(p, q) = [p_0 q_0 + p_1 q_1/4 + p_2 q_2/3 + p_3 q_3/2 + p_4 q_4/3 + p_5 q_5/4 + p_6 q_6/3, \\
p_0 q_1 + p_1 q_2/3 + p_2 q_3/2 + p_3 q_4/2 + p_4 q_5/3 + p_5 q_6/4 + p_6 q_7/3, \\
p_0 q_2 + p_1 q_3/2 + p_2 q_4/3 + p_3 q_5/4 + p_4 q_6/5 + p_5 q_7/4 + p_6 q_8/5, \\
p_0 q_3 + p_1 q_4 + p_2 q_5/2 + p_3 q_6/3 + p_4 q_7/4 + p_5 q_8/5 + p_6 q_9/6, \\
p_0 q_4 + p_1 q_5 + p_2 q_6/2 + p_3 q_7/3 + p_4 q_8/4 + p_5 q_9/5 + p_6 q_{10/6}, \\
p_0 q_5 + p_1 q_6 + p_2 q_7/2 + p_3 q_8/3 + p_4 q_9/4 + p_5 q_{10/6} + p_6 q_{11/6}, \\
p_0 q_6 + p_1 q_{11/2} + p_2 q_{12/2} + p_3 q_{13/2} + p_4 q_{14/2} + p_5 q_{15/2} + p_6 q_{16/2}, \\
p_0 q_7 + p_1 q_{17/2} + p_2 q_{18/2} + p_3 q_{19/2} + p_4 q_{20/2} + p_5 q_{21/2} + p_6 q_{22/2}]. \\
\text{(64)}
\]
reflector elements at the IRS panels, \( L = 10, 20, 30, 40 \). Fig. 3 compares the performance of the optimal detector in (8) against the proposed simplified detector with simple thresholds in (17). We plot the performance of the simple detector with and without attenuation control at the IRS to show the advantage of applying the attenuation factors. The figure shows that the proposed simple detector in Sec. III-B with attenuation control at the IRS provides a very close performance to the optimal detector in (8). This proves the efficacy of using the proposed simplified detector with attenuation control at the IRS panels. On the other hand, the graph shows the inferiority of using the simple PNC detector without applying the attenuation factors discussed in Sec. III-B, which proves the importance of applying these attenuation controls at the IRS. Fig. 3 also compares the simulated bit error rate (BER) performance of the proposed simplified PNC detector with IRS attenuation control against the derived CLT-based expression of the approximate detection error probability, derived in Sec. III. We can notice from the figure that the curves plotted using the approximate analytical expression in (30) get closer to the simulated error probability curves as the number of reflectors, \( L \), increases. The reason behind this observation is that as \( L \) increases, the CLT-based Gaussian approximation of the sum of the IRS channels becomes tighter and converges to the actual distribution of the sum. Hence, as the CLT approximation gets more accurate, the CLT-based analytical error curves become more accurate and closer to the true error curves plotted using Monte Carlo simulations. The figure also shows that the system’s performance enhances as \( L \) increases because the number of received signal copies increases in accordance, which improves the received signal quality at the relay.

In Fig. 4, the BER performance of the one-IRS PNC scenario is shown. We assume the distances between the nodes and the IRS panel are \( d_{A,I} = 60 \) and \( d_{B,I} = 60 \), while the distance between the IRS and the relay is \( d_{I,N_R} = 30 \). The BER of the one-IRS scenario with optimized phase-shifts, after solving (32) using \textbf{Algorithm 1}, is compared with the one-IRS scenario without optimization over the Riemannian manifold, i.e., using any feasible solution which satisfies the constraint in (32). All feasible points that satisfy this constraint can successfully align the two received superimposed signals, coming from the two end nodes, in the PNC fashion, i.e., to have nearly the same phase and equal amplitudes at the relay. However, not all points in this feasible set can maximize the sum amplitude of the received signals at the relay, \( \Gamma_{opt} = \sum_{i=1}^{L} h_{A_i} g_i w_i^2 + v_{A_i} \), to minimize the detection error probability of the PNC detector discussed in Sec. III. Therefore, Fig. 4 shows that the performance of the optimized one-IRS scenario with \( L = 40 \) largely beats that of the one-IRS scenario without optimization. This shows the significance of the phase shifts optimization discussed in Sec. IV. It is also noticeable that the double-IRS scenario with \( L = 40 \) per each panel outperforms the single-IRS scenario with number of reflectors \( L = 40 \). This is intuitive since the single-IRS scenario has an extra constraint of \textit{jointly} aligning the two received signals which limits the maximum attainable amplitude at the relay. Whereas, this limiting constraint does not exist in the two-IRS scenario as each end node is served by a separate IRS-panel. Additionally, the figure shows that double-IRS scenario can also outperform the single-IRS scenario even with same total number of reflectors \( L = 80 \). Although the two end nodes see the whole \( L = 80 \) reflecting elements in the single-IRS scenario, unlike the double-IRS scenario, still the double-IRS scenario outperforms the single-IRS scenario. The reason behind this is that the IRS panels are placed closer to the end nodes and the relay in the double-IRS scenario, which leads to higher channel gains. In contrast, we can only place the single-IRS in the middle, leading to larger distances from the nodes and hence higher path loss for both nodes. However, the single-IRS scenario is unavoidable to the TWRC system when only one IRS panel is available.

Fig. 5, Fig. 6 and Fig. 7 discuss the performance of channel coded PNC operating in the two-IRS scenario. Fig. 5 and Fig. 6 show the error probability performance of the two-IRS scenario when binary and \( q \)-ary channel coded PNC are applied, respectively. However, Fig. 7 focuses on the performance comparison between modulo-\( q \) versus arithmetic based channel-network decoding when the \( q \)-ary channel coded PNC
is applied in the two-IRS scenario. The following simulation parameters are unified for the three figures. The data packet length is set to be 2048 and the repetition factor of the RA encoder is set to be 3. For every energy per symbol value, we average the error performance over 10000 data packets which are generated at both end nodes. The relay receives 10000 interfered packets, each representing the sum of the corresponding two packets transmitted simultaneously from the two end nodes.

Fig. 5 shows the BER performance of channel coded PNC in the two-IRS scenario when the two end nodes transmit QPSK signals and compares it to the uncoded PNC case. Each QPSK signal is the Cartesian product of two orthogonal BPSK signals on the real and imaginary dimensions. The message vectors at the end nodes are binary RA-encoded to form the binary codewords which are then BPSK-modulated and transmitted. As discussed before, no interference from the real dimensions to the imaginary dimensions of the two nodes will occur because of the IRS channel adjustment. Hence, the relay decodes the real and imaginary dimensions separately using binary PNC channel-network decoding to get the XOR of the two message vectors of the two end nodes. As shown in Fig. 5, the BER of the detected XOR data at the relay decreases as the number of reflector elements of the IRS panel, \( L \), increases because of the increased number of reflected rays in the case of \( L = 40 \). The figure shows the significant improvement of channel coded PNC over the uncoded case when the same energy per bit is used for both cases.

Fig. 6 shows the symbol error rate (SER) performance of channel coded PNC in the two-IRS scenario when the two end nodes transmit 16-QAM signals, and compares it to the uncoded PNC case. Each 16-QAM signal is the Cartesian product of two orthogonal 4-PAM signals on the real and imaginary dimensions. The message sequences at the end nodes are symbols drawn from the ring \( R_4 \). The relay decodes the real and imaginary dimensions separately using 4-ary PNC channel-network decoding to get the modulo-4 of the two message vectors of the two end nodes. In Fig. 6, as the number of reflector elements of the IRS panel, \( L \), increases, the SER of the detected modulo-4 data at the relay decreases. The figure shows the significant improvement of 4-ary channel coded PNC over the uncoded 4-ary case when the same level of energy per data symbol is used for both cases. The figure also shows that the SER decreases as the number of iterations of the BP algorithm increases when using the derived update rules in (51) and (53) in the backward and forward propagation.

Fig. 7 compares the performance of modulo-4 sum with arithmetic based sum channel-network decoding when the 4-ary channel coded PNC is applied in the two-IRS scenario. The figure compares the performance of both decoding schemes for a different number of iterations of the BP algorithm. The graph shows that the BER performance of the two schemes is nearly the same at 20 iterations. However, the arithmetic-sum-based decoding provides some performance gain over the modulo-4 sum based one at 30 and 40 iterations. It is noted that the complexity of the arithmetic-sum-based decoding is significantly higher than the modulo-4 one as the probability vectors being processed in the former has 7 states, while in the latter they...
have only 4 states. Moreover, the update rules of the arithmetic scheme in (63) and (64) have higher complexity than those of the modulo-4 scheme in (51) and (53). Therefore, the modulo-q sum-based channel-network decoding is generally preferred over the arithmetic when q > 2, in applications where receiver complexity is of concern.

VII. CONCLUSIONS

In this article, the performance of IRS-aided PNC was analyzed for one-IRS and two-IRS scenarios. It was shown that IRS greatly improves the performance of TWRC systems as it can remove the CPO between the end nodes. Detailed approximate theoretical error probability analysis was provided for the two-IRS scenario which was verified using simulations. We showed for the one-IRS scenario that only one IRS panel is sufficient to jointly align the phases of the two received signals from the two end nodes. An optimization problem was formulated to compute the optimal feasible solution that maximizes the amplitudes of the received signals at the relay to minimize the PNC detection error probability. The problem was solved using an efficient algorithm where the considered search space (feasible set) was a Riemannian manifold due to the non-convex IRS constraints. Finally, we demonstrated that using the IRS technology to enhance the PNC systems is effective in practical communication systems where channel coding and higher-order modulations are mandatory. Using IRS, we were able to design a low-complexity channel-coded PNC with any modulation order without any significant performance degradation as in conventional PNC scenarios.
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