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ABSTRACT We consider the problem of jointly enhancing the network throughput, minimizing energy
consumption, and improving the network coverage of mobile networks. The problem is cast as a rein-
forcement learning (RL) problem. The reward function accounts for the joint optimization of throughput,
energy consumption, and coverage (through the number of uncovered users); our RL framework allows
the network operator to assign weights to each of these cost functions based on the operator’s preferences.
Moreover, the state is defined by key performance indicators (KPIs) that are readily available on the
network operator side. Finally, the action space for the RL agent comprises a hybrid action space, where
we have two continuous action elements, namely, cell individual offsets (CIOs) and transmission powers,
and one discrete action element, which is switching MIMO ON and OFF. To that end, we propose a new
layered RL agent structure to account for the agent hybrid space. We test our proposed RL agent over
two scenarios: a simple (proof of concept) scenario and a realistic network scenario. Our results show
significant performance gains of the proposed RL agent compared to baseline approaches, such as systems
without optimization or RL agents that optimize only one or two parameters.”

INDEX TERMS Reinforcement Learning, Cellular Networks, Self-Optimized Networks, Mobility Load
Balancing, Energy Efficiency, Hybrid Action Space

I. INTRODUCTION

HE exponential growth of cellular data traffic in the

last decade urges network providers to enact significant
network optimization. To put that into perspective, mobile
network data traffic grew 39% between the second quarter
of 2021 and the second quarter of 2022 and reached 100
exabytes/month [1]. As a result, continuous configuration
and management are necessary to sustain a balanced per-
formance while facing such continued growth and endless
changes. Nevertheless, network management needs to be
adaptive and self-optimized due to the dynamic nature of
the cellular network, heterogeneity of traffic loads, and the
continuous adjustments of the operators’ needs [2]. For
instance, the number of users drastically fluctuates over time
according to human activities. The coverage requirement
varies as well due to fast urban changes. Moreover, energy
conservation has become a universal need in the past decade

[3], [4]. All this motivates the need for self-organizing
networks (SONs) [5], which support autonomous planning,
configuration, optimization, and healing.

Cellular network optimization is a challenging task in
general. The problem becomes more burdensome if we re-
quire the network to self-optimize its operational parameters.
This gives rise to the concept of Al-native networks. Al-
native networks embrace artificial intelligence (AI) as an
innate feature network functionality. In Al-native networks,
the Al techniques are embedded in the design, deployment,
operation, and maintenance of the network. Al solutions
are appealing in situations where classical solutions are
extremely complex (if they even exist), and the data is
abundant to enable inference and learning. Specifically, an
Al-native network utilizes system behavioral data (e.g., key
performance indicators) to train an Al-based solution (e.g.,
neural networks). The AI solution aims to replace familiar
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rule-based mechanisms with data-driven policies. Al-native
networks need to detect and adapt to environmental varia-
tions. The learning modules include such new experiences
to improve the learned policies over time. The Al-native
concept is considered one of the disruptive technologies
related to 6G cellular networks [6]—[8]. Recently, Al-enabled
solutions have become more relevant with the introduc-
tion of open radio access networks (O-RAN). To break
vendors’ monopoly over the telecommunication market, O-
RAN implements cellular networks as virtualized RANSs.
RANS, in this case, comprise disaggregated components,
which are connected via open interfaces, and optimized
by radio intelligent controllers (RIC). RICs are enabled
by AI techniques, implemented in software, and can be
developed as third-party applications (a.k.a., XApps, and
rApps). Consequently, cellular network optimization can be
implemented as an XApp/rApp, which is Al-native in nature
to avoid the complexity of the problem [9]-[11].

To motivate the network self-optimization problem further
from a technical perspective, consider the following concrete
scenarios; first, consider the scenario of optimizing a cellular
network with heterogeneous traffic loads to maximize the
total throughput of the network. In this case, a controller of
the base stations (a.k.a., eNBs in LTE) may opt to offload
the traffic from heavily congested cells to less congested
cells using Cell Individual Offsets (CIOs) as in [12]-[14].
The CIO is a power offset that controls the handover power
level threshold without affecting the QoE of the mid-cell
users. Using CIO, cell-edge users may be forced to leave
congested cells such that they can enjoy a higher number
of physical resource blocks (PRBs), which in turn may
lead to higher total throughput. Nevertheless, in this case,
the received power at cell-edge users is inferior to the
received power if CIO is disabled. This reduces the Quality
of Experience (QoE) of these users and prevents employing
high modulation and coding schemes (MCS). Note that the
CIO fakes the cell edges to enforce a handover decision
that may not be optimal in terms of channel quality. This
motivates the second scenario, where the controller has the
same objective, but instead of using the CIO control, it
controls the transmit power of the eNB as in [I15]-[17].
Although this approach controls the actual boundaries of the
cells in contrast to the CIO, it creates a new set of problems.
More specifically, increasing the transmit power of one eNB
may result in decreasing the signal-to-noise-and-interference
(SINR) ratio of adjacent cells, which in turn results in lower
QoE. Moreover, decreasing the transmit power may lead to
having coverage holes. Consequently, tension arises between
QoE and coverage if transmit power is controlled. Thus, joint
optimization of the CIO and transmission power has proved
its superiority in enhancing the performance of the network
and the QoE of the users in [18], [19], compared to separate
optimization of each parameter. In the final scenario, we
consider the case where the controller aims to minimize the
energy consumption of the cellular network. Disabling the

MIMO features is an attractive solution, as it is known that
the MIMO module is one of the most energy-hungry modules
of the eNB. Switching the MIMO OFF consistently, however,
leads to a significant reduction in the QoE. Consequently, a
tradeoff between QoE and energy arises.

From the aforementioned scenarios, we conclude that
optimizing cellular networks requires a joint and intricate
choice of network parameters to satisfy a set of requirements
that may be in tension. Due to the huge dimensionality of the
aforementioned problem, it is challenging to devise a good
analytical model to capture the system’s dynamics and/or
tackle the problem using classical optimization approaches.
This motivates the adoption of Machine Learning (ML)
techniques in this work.

We employ Reinforcement Learning (RL) in this work to
implement our self-optimizing controller. RL is suitable for
our work as we do not rely on labeled historical data as
in supervised learning, but rather, we aim at maximizing a
long-term average goal (e.g., throughput, coverage, or energy
optimization). RL is beneficial in situations where the end
goal is known, but the intermediate optimal steps are not
learned in advance. However, RL depends mainly on trial
and error, which is challenging to apply in a live cellular
network since it directly impacts the QoE of the end-user.
To tackle this issue, we use a simulated cellular network
environment as will be explained later.

In this paper, we present a comprehensive framework for
self-optimization of cellular networks using deep RL tech-
niques!. The simulations primarily focus on LTE (4G) tech-
nology but remain relevant to 5G networks due to structural
similarities. Technically, both LTE and 5G utilize Orthogonal
Frequency Division Multiple Access (OFDMA) for downlink
transmission. Dynamic resource allocation techniques, like
Resource Block (RB) allocation and scheduling algorithms,
optimize resource utilization and meet Quality of Service
(QoS) targets based on user needs and network conditions.
The Key Performance Indicators (KPIs) used in the work,
such as Resource Block Utilization (RBU), Total Downlink
Throughput of each cell, Number of active users per cell, and
Modulation and Coding Scheme (MCS) Matrix remain rele-
vant in 5G networks. Furthermore, 6G is anticipated to adopt
Orthogonal Frequency Division Multiplexing (OFDM); this
will, in turn, render our model as a potential contender
for 6G load balancing with minimal adjustments required,
subject to the specifics of the standard. Additionally, the
vision for 6G entails it being an Al-native network standard,
streamlining all manual tasks related to both the radio and
core networks. This positions 6G as an ideal candidate for
our model, facilitating the transition towards self-optimizing
networks.

Our scheme exhibits a self-optimizing nature since it is
capable of reaching a stable state of the cellular network

I Although our experiments are performed over an LTE network, our
framework extends seamlessly to other cellular systems as long as the

needed KPIs are reported to the central agent.
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after any sudden variation in the surrounding environment.
More specifically, we design a centralized deep RL agent that
aims at 1) maximizing the sum throughput of the cellular
network, 2) balancing the traffic load across the cells, 3)
minimizing the number of uncovered users, 4) satisfying the
QoE of individual users, and 5) minimizing the energy con-
sumption of the eNBs. To that end, we propose the following
controls to satisfy the aforementioned challenging (some-
times even conflicting) requirements: 1) CIOs, which affect
load balancing and user blocking, 2) eNBs’ power levels,
which affect the handover decisions, inter-cell interference,
in addition to the QoE/throughput of users, 3) switching the
MIMO features of the eNB ON or OFF. By switching the
MIMO feature ON, the users enjoy better QoE by either
having a low probability of error via transmit diversity, or
higher throughput via spatial multiplexing techniques. On the
other hand, switching OFF the MIMO features significantly
decreases the energy consumption of the eNB. This implies
that selected actions contain actions that are picked from a
continuous space, namely, CIOs and power levels, in addition
to actions from a discrete space, which is enabling/disabling
the MIMO features.

To that end, we design a novel RL agent that jointly
optimizes the mentioned hybrid actions. To deal with the
hybrid nature of the action space, we propose a layered agent
structure. The decision-making process depends on a set of
key performance indicators (KPIs) similar to [20], which
are periodically reported to the network without incurring
extra signaling costs. Moreover, we propose a versatile
reward function (end-goal function) that incorporates the
requirements under consideration and can be tweaked to the
liking of the network operator. >

We tested our proposed scheme in a simulated, yet accu-
rate settings. In this work, we simulate the cellular network
using network simulator 3 (NS3). We extend the simulated
cellular network in [19] to handle MIMO switching and
scheduling. Our simulator takes into account actual eNB
placements, and actual transmission parameters from a major
cellular operator, along with actual mobility patterns using
the simulation of urban mobility (SUMO) and the open
street map (OSM). We provide extensive numerical results
to assess the performance of our agent. Notably, our agent
shows sum throughput enhancement of 18.5%, with switched
OFF MIMO features for 34% of time, while maintaining a
65% covered users in all cells, in the actual scenario over
the baseline system (fixed transmission power, zero CIO,
and enabled MIMO). This implies that the operator can
simultaneously reduce energy consumption while enhancing
the QoE with reasonable coverage.

The main contribution of this paper can be summarized
as:

2This work is extension of our published conference paper [21].
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e Providing a holistic self-optimizing framework for cel-
lular networks, that can optimize throughput, coverage,
energy, etc.

e Proposing a novel layered RL agent that deals with
a mixture of discrete and continuous (hybrid) action
spaces.

e Proposing a versatile penalized throughput reward func-
tion that takes into account the sum throughput, cover-
age, and energy consumption.

e Implementing an accurate NS3 simulator of a real cellu-
lar network in an urban Fifth Settlement neighborhood
in Egypt along with realistic mobility patterns.

Il. Literature Review

As mentioned in the previous section, the main objective
of this work is to enable the cellular network to be a self-
optimizing network. The network needs to autonomously
alter its parameters to be more immune to urban changes
or varying traffic demands. In this work, we train the
cellular network to concurrently reach a maximized sum
throughput, a balanced load among cells, a minimum number
of uncovered users, and optimized energy consumption. As
an extension to our work in [21], we simultaneously address
three network management controls. These are CIOs, trans-
mission Powers, and enabling the MIMO feature. Hence, the
most closely related works to this paper are those concerned
with energy saving and load balancing problems.

The energy-saving problem has been investigated in the
literature. For instance, in [22], the authors discuss how cel-
lular base stations can be dynamically operated by switching
OFF redundant base stations during periods of low traffic.
This proves to provide significant energy savings in cellular
networks. Also, in [23], the authors design an efficient
online scheduling algorithm to minimize energy consump-
tion while optimizing the end-user experience. Moreover,
in [24], the energy optimization problem in mobile networks
is considered by using a neural network-based algorithm
to enable the MIMO feature only when necessary to reach
a satisfactory user QoE. The authors presented a different
viewpoint in [25], where they use RL for power control in
cellular networks. They propose a novel training strategy to
accelerate learning to avoid performance degradation during
state space exploration.

Load-balancing techniques are ubiquitous in the litera-
ture as well. In [12] and [13], the authors design an RL
framework for optimizing cell parameters to balance traffic
load across the cells. Their target is controlling the CIO
of neighboring cells to force cell-edge users to hand over
from congested cells into lighter-load cells. In [19], and [18],
the authors propose an RL agent that controls both eNB
transmitted power and CIOs to achieve traffic load balancing.
The goal of the RL controller in these works is to maximize
the DL sum throughput while minimizing the number of
uncovered users.



In this work, we adopt RL for realizing the cellular net-
work controller. RL has been used to train cellular networks
in many previous works. [26] presents a survey of the
applications of deep RL in cellular networks.

The authors in [27] present an RL-based scheduler that
aims to dynamically adapt to traffic variation by optimally
scheduling Internet of Things (IoT) traffic. [28] considers a
deep RL approach for coordinating the inter-cell interference.
More specifically, the work [28] controls power in cellular
networks aiming at maximizing the sum rate of the network.
A downlink scheduling approach based on RL is presented
in [29] to autonomously schedule the active traffic flows.
RL can also be used to learn the optimal caching policy as
in [30]. In [30], the authors formulate the content caching
problem as a Markov decision process (MDP). They define
the system reward as the delay reduction after performing a
caching action. In [12], [13], [18], [19], [21], RL was adopted
aiming to reach load balancing in the network with an end
goal of maximizing the sum throughput.

Furthermore, as mentioned earlier, the action space in this
work is a mix of continuous and discrete sets. Handling
a hybrid action space exists in the literature as well. In
[31], the authors focus on the hybrid action space of video
games. They adopt the Soft-Actor-Critic (SAC) algorithm
in a parameterized manner. They duplicate the continuous
components that depend on other discrete components (one
for each discrete component) as long as the model dimension
remains reasonable. This does not apply to a cellular network
with a large number of cells, as it suffers from the curse
of dimensionality. Another example is in [32], where hybrid
control in Robotics is the main concern. The authors propose
a new scheme on top of the Maximum a posteriori Policy Op-
timization (MPO) algorithm. Although this scheme is consid-
ered applicable to relatively large problems, we preferred to
adopt a layered RL agent that utilizes DDQN and TD3. This
layered structure constitutes a natural generalization for our
previous DDQN and TD3 agents in [13], [18], [19], [21]. The
authors in [33] deploy a multi-agent algorithm with a hybrid
action space. In this work, we focus on cellular networks
with a central agent. Hence, this multi-agent approach is not
suitable in our setting. Moreover, in [34], a mixed deep RL
algorithm is presented to handle hybrid discrete-continuous
action spaces in smart homes’ energy management.

Another related work is presented in [35], in which
the authors discuss the deployment of heterogeneous wire-
less networks within the 5G framework, focusing on Non-
Orthogonal Multiple Access (NOMA) technology to manage
spectral efficiency and system complexity. The paper ad-
dresses user association and uplink power allocation issues in
heterogeneous 5G networks using NOMA, utilizing a Con-
tract Theory (CT) approach to handle incomplete Channel
State Information (CSI) and Reinforcement Learning (RL)
for iterative user-to-base station (BS) association. While [35]
concentrates on NOMA-based solutions and CT/RL tech-
niques for user association and power allocation, this work

focuses on optimizing mobile networks using model-free
RL methods to improve throughput, energy efficiency, and
coverage, without addressing NOMA but adopting OFDMA
instead.

Additionally, the work presented in [36] is a related
approach. The research in [36] primarily centers on RL-
based performance tuning and fault management. It presents
a framework utilizing RL to automatically adjust cellular net-
work parameters, tackling issues such as fault management
and enhancing downlink performance. The study highlights
RL-based indoor voice-over-LTE power control algorithms
and outdoor fault management. In contrast, our work adopts
a broader approach involving self-optimizing networks. Our
paper explores the concept of Al-native networks, where
Al techniques are integrated into network functionalities to
facilitate autonomous planning, configuration, and optimiza-
tion.

The novelty of this work lies in two main points. First,
we aim to jointly control three different parameters/features
to reach a stable state in the network. Those three features,
as mentioned above, are the CIOs, transmission power, and
MIMO status. As far as it came to our knowledge, no other
works in literature address the same problem. Most work in
literature aims to control one or two features at most. We,
on the other hand, aim to have more holistic control over
the network.

The second novel point is how we deal with the hybrid
nature of the action space. The controls over CIOs and
transmission power belong to a continuous action space.
However, enabling/disabling MIMO belongs to a discrete
action space. In this work, we handle the hybrid action space
in a hierarchical approach. We propose a novel RL-based
scheme that allows the agent to make its decision in two
successive stages in a simple, yet efficient approach (details
are to be presented later in Section IV).

To prove the merit of the proposed hybrid approach, we
also considered having one agent with a continuous action
space instead of the hybrid agent. The action includes CIOs,
transmission power, and a float in the interval [—1,1]. The
float value is then compared to a threshold of 0 to decide
whether or not to turn the MIMO feature ON or OFF. The
comparison between both agents is shown in Section V.

It is worth mentioning that, as mentioned earlier, this work
is an extension of our previously published conference paper
[21]. In comparing the conference version and this version of
the paper, several key distinctions emerge. Firstly, while the
conference paper explores two simple scenarios, the current
submission ventures into more realistic settings and diverse
mobility patterns, incorporating actual site locations from
an Egyptian operator. Secondly, the performance evaluation
in the current submission surpasses the conference paper
by introducing a comparison to the continuous agent only
(TD3), revealing the superior performance of the proposed
hybrid agent. Furthermore, a notable difference lies in the
more extensive simulation results and analysis present in the
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current submission, offering a richer and more comprehen-
sive exploration.

lll. Technical Background: Reinforcement Learning

RL is a process in which an agent learns to achieve a
certain goal in the long run (maximize a certain specified
reward) [26]. To that end, an RL agent makes decisions
(applies actions), observes the impact of its decisions on
the surrounding environment, and adjusts its strategy based
on its observation. RL is an efficient technique for solving
problems that can be modeled as an MDP [37, Chapter 3].
This MDP describes an interaction between the environment,
which is the cellular network in our problem, and the agent
we need to design. In MDPs, at each time step ¢, the agent
receives some representation of the environment (a.k.a, a
state, s(t), that belongs to a state space, S). Depending
on this state, the agent selects an action, a(t) from a
predetermined set of actions, .4). Next, the agent receives
the consequence of its action (feedback signal), which is a
numerical reward r(¢ + 1) and a new state s(t + 1) [37,
Chapter 3].

The objective of the decision-maker (a.k.a., the agent)
is to reach the sequence of actions (a.k.a., the policy) that
eventually maximizes the expected reward function [18], [37,
Chapter 3]. This objective can be characterized as:

L
max lim_ Z E[\tr(t)], (1)

g
t=0

where 7(t) is the reward function, A is the discount factor that
determines the significance of the reward’s future expected
values, and 7 is the policy to be learned.

The nature of the action space can be discrete, continuous,
or hybrid. In a discrete action space, the agent selects the
actions a finite set of possible actions. This is in contrast
to the continuous-action-space case, where the agent picks
its action from a bounded interval. A hybrid action space
implies that the agent samples some actions from a finite
set, while others are taken from bounded intervals.

To solve the aforementioned MDP using RL, there are
several variants of RL techniques [37]. The basic Q-learning
technique works with a discrete set of actions [37, Chap-
ter 6]. The Deep Q-Network (DQN) technique employs a
deep neural network to approximate the output of the Q-
function (see the definition of Q-function in Section A).
The Double-DQN (DDQN) technique is an extension of
DQN. In DDQN, the agent implements two different neural
networks for action selection and action evaluation [38].
More techniques exist in literature as well [39]. For a
continuous set of actions, various RL techniques can be
used. One way is to use SAC methods, whose details can
be found in [40]. Another family of techniques is Policy
Gradient methods (and their extensions like TD3), which can
be understood from [41]. For hybrid action spaces, there are
some parameterized approaches in the literature to handle
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this mixed type of action spaces [31]-[33]. In this work, we
present a novel approach to handling hybrid action spaces.

We focus on two specific RL techniques, which are DDQN
and TD3. Next, we provide a brief description of each of
them.

A. Double Deep Q-Learning (DDQN)

Q-Learning is an effective algorithm for learning the
decision-making policy for MDP. To that end, the agent
learns the Q-function, which is the value of an action in
a particular state. The Q-function of policy 7 is defined by
[37, Chapter 3]

Qnr(s,a) =Ex | > Nor(t+k)[s(t) = s,a(t) =a| . (2)
k=0

In the traditional Q-learning, the agent needs to build a Q-
table that contains Q,(s, a) for all (s, a) pairs. The optimal
Q-function Q.+ (s,a) is computed by solving the Bellman
optimality equation as in (3), where (s,a’) is any possible
next state-action pair. The optimal policy 7* in (4) is
obtained greedily with respect to Q.+ (s,a). The Bellman
equation can be written as [37, Chapter 3]:

Qr+(s,a)=Ey r(t)—}-)\mz}x Qr (5,7 al)‘s(t) =s,a(t)=a

(3)

which leads to the optimal policy,
*(s) = (s, a). 4
7 (s) = argmax Q- (,0) 4)

Because of the curse of dimensionality problem associated
with constructing the Q-table, the Deep Q-network (DQN)
[42] has been developed. DQN relies on approximating the
Q-function Q(s,a;w) using a deep neural network with
weights w [43, Chapter 4], i.e., the output of DQN generates
the Q-values of all possible actions a € A at state s. This
fact makes the DDQN works only for a limited number of
actions, i.e., a discrete action space.

At each time step ¢, the agent applies an action a(t) to the
environment and thus a sample (s(t), a(t), s(t+1),r(t+1))
is collected and used to update the Q-network. To explore
as much as possible of (s, a) pairs, the agent selects random
actions with probability £(¢) € [0, 1], equation (8). The value
of £(t) decays gradually during the learning process to allow
for more exploitation of the gained experience by the agent

[44]:

" { 5)

For the training of the Q-network, the agent periodically
updates the weights w such that the difference between the
target Q-value y(¢) and the predicted Q-value is minimized,
i.e., the training procedure minimizes the loss function £(w)

[43, Chapter 4],

L(w) =E [(y(t) — Q(s(t), s(t); wr))?] , (6)

w.p. 1 —¢(¢)
w.p. €(t)

argmaxareq Q(s(t),a’; wy)
random a € A



where the target Q-value is given by,
y(t) =r(t+1) + Amax Q(s(t + 1),a’; wy). @)

Despite its efficiency, DQN suffers from unstable learning
and unguaranteed convergence [45]. For this reason, in this
work, we employ a new variant of DQN. In this version,
we equip the DQN with an experience replay buffer and the
target network [44]. We stabilize the learning process using
an experience replay buffer Dr with maximum size F. This
buffer is used to store the samples collected by the agent
during the learning process, i.e., [44]

Dr = {(s(t),a(t),s(t +1),r(t+ 1)) for all t}. (8)

Instead of using the correlated samples collected by the
agent with the same collection order to update the weights
of the DQN, a mini-batch of size B, is randomly picked
from Dp and used altogether for the update process. This
random sampling breaks the correlation between the samples
and prevents the DQN from forgetting the rare samples [45].

To enhance the convergence of the DQN, another deep
neural, called the target network, is added to the agent. The
target network has weights w and is added beside the base
network to obtain Double DQN (DDQN) [46]. DDQN aims
to reduce the overestimation of Q-values in the learning
process by separating the selection of the action from its
evaluation. Thus, the base network with weights w selects
the best action in the next state, while the target network
evaluates the action by estimating its Q-value. Thus, the
target Q-value of the DDQN is defined as follows [46]:

y(t) =r(t+1)+ Ax
Q(s(t+1),arg max Q(s(t+1),a;wy);Wwe).  (9)

from base NN

from target NN

The base network is updated in the same way as DQN.
Whilst the target network is a delayed version of the base
network, i.e., the target network is updated with period T3,
by copying the weights of the base network.

B. Twin Delayed Deep Deterministic Policy Gradient
(TD3)

To deal with continuous action spaces, we move away from
the value-based RL (e.g., Q-learning-based methods) toward
the policy gradient-based RL (e.g., actor-critic-based meth-
ods). The main difference between Q-learning and actor-
critic methods is the separation between policy selection and
policy evaluation. Specifically, in actor-critic methods, the
optimal policy is learned directly and separately without the
need to predict the Q-value of all state-action pairs in a single
model. This separation relaxes the requirement of tabulating
all possible action values and allows for considering con-
tinuous actions. Hence, the actor-critic methods have two
distinct models. The first is the actor function p(s), which
is responsible for learning the best action for a state s. The

second is the critic function Q(s,a), which estimates the
Q-value of the (s,a) pair.

Without loss of generality, in this work, we employ TD3
algorithm [47], which has shown great success over the other
actor-critic methods in several recent optimization problems
[48]-[52]. TD3 is a variant of the deep deterministic policy
gradient (DDPG) [53] with improved performance. As in
the case of DDPG, TD3 shares several DDQN enhancement
techniques, such as experience replay and target network,
which we discussed in the previous section. However, instead
of using one critic model as in DDPG, TD3 trains two
independent critic functions (thus, “twin”). The agent uses
the smaller of the two Q-values to calculate the target and
update the critic functions. Since underestimation errors do
not propagate, this limits the overestimation problem known
in both Q-learning and actor-critic methods. In addition, the
policy and the target networks are updated less frequently
than the Q-function in TD3, every 7T, iterations. This delayed
update results in more stable learning and less training time.
Moreover, TD3 uses a regularization strategy by adding
clipped noise to the target action. This regularization smooths
out the Q-value and mitigates the impact of Q-function errors
on the policy. Next, we describe our implementation of the
TD3 algorithm in more detail.

In our implementation, the TD3 uses six NNs; two NNs
as critics functions, Q(s,a; w;') and Q(s, a; w;?); one NN
for the actor function p(s;w); three NNs represents the
critics and the actor targets with weight vectors wj', w;?,
w¢, respectively, where wi?, i = 1,2 is the ith critic weight
vector, and w{ is the weight vector of the actor. We randomly
initialize the weights of the base NNs whereas the weights of
the target networks are set to their respective base weights:
Wit wy' for i = 1,2 and W¢ « w.

Initially, the experience buffer Dy is empty. Hence, the
agent starts to explore the action space A by interacting
with the environment and applying actions extracted from
the output of the actor added to uncorrelated Gaussian noise
N(0,0?%). For a time step t = 0,1,--- ,T, where T is the
total number of steps per episode, if the environment is at
state s(t), the selected action a(t) by the agent is [47]

alt) = clip(u(s(t); w§) + e,02,60)  (10)
where e is a noise vector, whose ith component e(i) ~
N(0,02); clip(z,l,u) = L if z < I, clip(x,l,u) = u if
x > u, and clip(z,l,u) = x if | <z < u. The clip function
aims to keep the selected actions in the action space range
(6r,0y), where 01,, 0y are the lower and upper bounds of the
action space interval, respectively. After applying the action
a(t), the agent receives feedback from the environment that
includes the next state s(t + 1) and the reward function
r(t + 1). Then, a sample (s(t),a(t),s(t + 1),r(t + 1)) is
stored in the experience buffer Dp.

Once the buffer contains more than Bg samples, we
randomly select a batch of size B, from Dp for each
iteration. Let (s;,a;,7i+1,Si+1) be the ith sample of the
batch, where i = 1,2, --- , By, the target action is computed
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based on the output of the target actor-network [47],

aip1 = p(Siv1; WY) (1n
Then, a clipped noise é = clip(NV(0,52), —c, c) is added to
compute the smoothed target action [47],

aiv1 = clip(a;41 +€,0r,0v), i=1,---,B; (12
where ¢ > 0 is the maximum absolute value of the clipped
noise. Afterward, a single target of both critics’ Q-functions
is calculated using the smaller Q-value [47], i.e.,
Yi = Tit1 + )\],H:ﬁlnz Q(Siy1,aip1; W) (13)
We update the weights of the two critics by minimizing
the mean square error along the mini-batch [47] , i.e., for
J=12,

B
. I .
Wiy = argmin - Z(yy — Q(si, a5 w;))?

Wy

5 i=1

(14)

On the other hand, we update the actor function less
frequently every T, iterations. This function is updated such
that the expected Q-value function is maximized. Accord-
ingly, we calculate the gradient ascent of the expected Q-
value with respect to w¢ as [47]

J(wi) =E[Q(s,a;w)[s = si,a = p(si;wi)]  (15)
Using the chain rule, we can compute the gradient
ng J (W? )

o}

1 s

~ B an(sa a; Wlt:)‘s:si,a=u(si;w2)VW?IU'(s; W?)‘sti
s .
1

1
(16)

Regarding target networks update, the soft update is used
in TD3 to stabilize the learning. The three target NNs are
updated as a linear combination of old target weights and
newly learned weights [47],

a7

Wi & Bwig + (1= B)wy
¢ (18)

Wi < Bwig + (1= B)wy

where 3 € [0,1] is the soft update coefficient.

IV. Problem Description and Proposed Approach

In this section, we present a comprehensive description of
the problem at hand and the proposed algorithm. First, we
discuss the system model and the presented framework in
detail.

A. System Model
We consider an LTE cellular network that consists of N
eNBs and U User Equipment (UEs).
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1) eNodeBs
Each eNB sends its transmission in the DownLink (DL)
with a power level P, € [Pupin, Pmax] dBm. At times ¢ =
0,1,2,3,---, each UE measures the Signal-to-Interference-
plus-Noise-Ratio (SINR) of near eNBs and attaches to the
cell that results in the highest SINR.

An eNB can be over-utilized or under-utilized. This is
determined according to the value of the eNB utilization p,,:

P = Zg:ni Ki,n
" B,/Bps

where U, is the number of UEs served by the nth eNB, K; ,,
is the number of Physical Resource Blocks (PRBs) that serve
the ith user in the nth eNB, B,, is the bandwidth of the nth
eNB and Bpgrgp is the bandwidth of one PRB (=180 KHz
in LTE). Note that p,, is the ratio of the total number of
required PRBs of the nth eNB (to serve the attached users)
to the maximum number of PRBs it can offer. Therefore,
Pn < 1 means that the eNB is underutilized, while p,, > 1
means that the eNB is overutilized. Underutilization allows
the eNB to serve all its attached users with satisfactory rates,
which is not the case with over-utilization.

Every eNB can have the MIMO feature turned ON or
OFF (depending on the decision of the network manager).
Turning the MIMO feature ON has a considerable effect on
the rate received at the receiving end. Specifically, switching
the MIMO feature ON results either in a higher data rate
(e.g., using spatial multiplexing modes) or a lower BER
(e.g., using spatial diversity mode). Consequently, UEs can
enjoy a better QoE. Nevertheless, MIMO is one of the most
energy-consuming features in the eNB. When the MIMO
feature is turned ON, a scheduler decides whether to use the
multiple antennas to apply Spatial Multiplexing (SMux) or
Transmit Diversity (TxD) transmission modes. The decision
depends on the channel quality of the UE. Nodes with high
channel quality are assigned the SMux transmission mode
to achieve higher data rates. On the other hand, nodes with
lower channel quality (e.g., cell-edge nodes) are assigned the
TxD transmission mode to improve their received SINR and
combat the effect of channel fading.

19)

2) UEs
Each UE is assumed to have a random motion. It regularly
searches for a better cell (according to the higher SINR) and
attaches to the better cell if found. Moreover, The channel
quality indicator (CQI) ¢, of the uth UE is reported to the
associated cell periodically. The CQI is a discrete measure
that represents the quality of the channel. According to the
standard, ¢, € {0,1,---,15}. When ¢,, = 0, the uth UE is
out of coverage. A higher CQI value corresponds to higher
channel quality [54], [55].

When a certain UE is attached to cell ¢, it might require
handover to another neighboring cell j if [54]:

RSRP; + 9]‘_@ > Hys + RSRP; + ai_]‘, 20)



where RSRP; and RSRP; are the measured Reference Signal
Received Power from eNBs 7 and j, respectively. 6;_; is
the CIO value of eNB 7 with respect to eNB j and 6;_;
is the CIO value of eNB j with respect to eNB ¢. Hys is a
hysteresis value to minimize repeated handover requests that
might occur due to minor signal quality fluctuations.

It is worth noting that the aforementioned system model
can represent 5G network as well. Both systems have an
OFDM-based air interface. The definition of the RBU in
(19) is consistent with the 5G air interface. The A3 han-
dover procedure in (20) is readily available in the 5G NR
specifications [56].

B. Reinforcement Learning Framework

The mapping of our joint optimization problem to the RL
algorithm can be explained briefly as follows: The agent is
a central network manager that exerts action on eNBs to
control different parameters. The environment is the cellular
network under consideration, which we aim to deliver to a
self-optimized state. The state is selected to be a subset of
the network KPIs, which are readily available to the network
operator in practice. These KPIs are:

e Resource Block Utilization (RBU) (B(t)): The fraction
of used PRB blocks that serve the users of each cell.
It is an N-length vector. It is a representation of how
congested each cell is.

e Total DL throughput of each cell (R, (t)): It repre-
sents the eNB performance. It can be expressed as
R,(t) = 252:1 R, (t), where R,, (t)is the measured
throughput of user u,, in the nth eNB.

e Number of active users in each cell (C(t)): This
measures the number of users that are not idle in a
certain time step.

e Modulation and Coding Scheme (MCS) Matrix (M (t)):
It is a matrix that gives the fraction of users with a
certain MCS. The MCS matrix represents the quality
of the channels.

The state is the concatenation of the above vectors (after
reshaping M (t)):

s(t) = [B(H)" R@®T CH)T vee(M(1)']. @D

where vec(-) represents matrix vectorization process.

We note that we chose these KPIs as they are already
in use by current network operators for monitoring cel-
lular network performance. Furthermore, the chosen KPIs
accurately reflect the state of the network. To see this, we
argue that cell congestion implies whether the agent should
apply a load-balancing action or not. The agent monitors
the congestion event through RBU and the number of active
users. Additionally, any control action must not hurt the total
throughput of the network. That is why the agent monitors
the network’s throughput and deals with it as a part of the
state fed to the agent. Finally, the agent needs to monitor the
channel qualities to decide on actions that affect the QoE of

the users. For example, Transmit Diversity is more suitable
than Spatial Multiplexing in case of low channel quality.

The action contains the features that the agent has control
over. These features are:

e Relative CIO values between every two neighboring
cells. 0;; = —0;; = 6;—; — 0;_;. This action belongs to
a continuous actions space [—Omax, Omax]-

e Transmission Power of each eNB P,. It belongs to
a continuous action space. The agent chooses a value
from the set [P,,, — Pmax; Pno+ Pmax] for some constant
value P, .

e Turning MIMO feature ON/OFF for nth eNB m,,. The
whole MIMO action vector is [m;  ma my|T.
This action is selected from a discrete set of size 2V
binary vectors since each eNB has a decision of m,, = 0
(MIMO OFF) or m,, = 1 (MIMO ON).

The main target of the RL agent is to reach the policy
that maximizes the expected reward function, in the long
run, [18]. That is:

(22)

L
: t
max Lh_)rr;C ; E[X\'r(t)],
where A is the discount factor that determines the signif-
icance of the reward’s future expected values. The above
formulations allow for the flexibility of selecting an operator-
preferred reward function. In our paper, we focus on the
following reward function?:

N U N
r(t) = R(t) = nR(t) Y 1o =0)—p Y mn, (23)
n=1 u=1 n=1
where 1 and p are hyper-parameters, which are selected to
meet the operator’s requirements, and R(t) is the average
user throughput at time instant {. This reward function
consists of a linear combination of three terms. The first
term (ZnN:1 R(t)) is the total network throughput (to be
maximized). The second term (nR(t) S.0_, 1(¢, = 0)) is
the sum throughput of the uncovered users* scaled by a
hyper-parameter 7. In this work, we define the uncovered
users as those with a throughput less than or equal to a
certain threshold. Since one of the objectives is to minimize
the uncovered users (a penalty); therefore it is subtracted,
and we scale this penalty by 7n to control how significant
it is to the agent. The last term (u ij:lmn) is also a
penalty. It is the number of eNBs that have the MIMO
feature turned ON. We scale the MIMO enabling penalty
by another hyper-parameter p. We note that the choice of
the hyper-parameters is determined based on the operator’s

31t should be noted that our proposed framework can readily be extended
for any other reward function.

4In this work, we use the number of uncovered users as a proxy for
the effective coverage of the cell. Specifically, having ¢,, = 0 implies that
the UE has not received any usable LTE signals and that the channel is

inoperable. This, in effect, restricts the coverage of the cell.
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interests, which in turn are based on the strategic objectives
of the service provider (e.g., coverage/capacity tradeoff), the
channel conditions, and the network settings.

Thus, the agent’s objective is to reach the policy (sequence
of action) that maximizes the total network throughput, min-
imizes the number of out-of-coverage users, and minimizes
the consumed energy due to turning MIMO ON. Note that
choosing the reward function as the total throughput with no
penalties may not reflect the operator’s objective. Without
the uncovered users’ penalty, the agent may choose to keep
only the users with high rates. Thus, the agent may alter
CIOs or reduce power levels to force edge users to hand
over to a poorer-performance cell. The other penalty limits
the consumed energy due to turning MIMO ON. Without this
energy penalty, the agent may always opt to turn MIMO ON
with no regard to energy consumption.

C. Problem Formulation

In this section, we describe the problem formulation. In our
setting, the control agent aims to simultaneously maximize
the long-term average of the sum throughput, vazl R, (1),
minimize the probability of the uncovered users, P(¢, =
0) = E[1(¢, = 0)], and minimize the energy consumption
of the network, which can be measured by the number of the
cells, where the MIMO feature is ON, 25:1 my,. To that
end, at time ¢, the central agent needs to jointly optimize the
CIOs, 8(t) = [0;;(t) : ¢ # j, 1,5 = 1,2,--- , N], the transmit
power of the eNBs, P(¢t) = [P,(¢t) : n = 1,2,--- ,N],
and the MIMO feature, m(t) = [m,(t) : n =1,2,--- , N]
subject to the (stochastic) dynamics of the cellular network.
This formulation can be written as the following optimization
framework in (24).

where 5(t) denotes the full cellular network state at time
t, f(-|) denotes the stochastic dynamics of the cellular
network, i.e., the conditional distribution of the next state
of the network given the old state and the actions taken at
time ¢, ¢1(-,+), g2(,+) denote mapping functions from the
network state to the throughput of the cell, and the CQI
of the users, respectively. We note that, in our problem,
the stochastic dynamics f(:|-), and the mapping functions
g1(-s+), g2(+,-) are unknown to the agent in advance and
cannot be represented by specific model. The agent needs
to learn these functions from experience. Furthermore, our
agent does not have access to the full cellular state but a
partial state s(-) represented by a subset of network readily
available KPIs.

As depicted in the problem formulation, it becomes ev-
ident that the relationship between penalized throughput
and transmitted power, CIOs, and MIMO functionality is
characterized by an unknown function. When faced with
such instances of uncertainty in mathematical modeling, Ma-
chine Learning emerges as the optimal choice for decision-
making. Particularly, Reinforcement Learning stands out as
the solution for problems afflicted by data scarcity, mirroring
the challenges encountered in our case.
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D. Algorithm

The main issue in formulating the proposed cellular network
optimization as an MDP is having a hybrid action space.
To solve this issue, we present a scheme that adopts two
existing RL algorithms in a layered fashion. The first one
is the Double Deep Q-Network (DDQN) [38], which is
used for discrete action spaces (MIMO ON/OFF in our
case). The second one is Twin Delayed Deep Deterministic
Policy Gradient (TD3) [41], which is used for continuous
action space (transmission power and CIOs in our case). The
presented scheme is simple, yet efficient. One of its main
advantages is that it requires no modification in the core of
the used techniques (DDQN and TD3), i.e., the proposed
scheme deals with DDQN and TD3 techniques as black
boxes.

The agent takes its decision in two stages.

o First Stage: The agent observes the state and takes
the action of MIMO ON/OFF based on the DDQN
technique [38]. The action is taken from the discrete
set {0,1} (for each eNB). Note that the chosen action
is not applied to the environment until the end of the
second stage.

e Second Stage: We augment the first-stage action with
the observed state. The second stage decides the CIO
and the variation in power level actions based on the
TD3 technique. They are selected from the continu-
ous intervals [—0max, Omax] and [— Prax, Pmax] respec-
tively.

After the two stages, the augmented action is given by:

a(t) :[(aij :i#.ﬁ i7j€ {17 7N}7
(P,:ne{l,2,--- ,N}),

(mp:ne{l,2,--- ,N})] (25)

a(t) is then applied to the environment. As the agent
explores the whole action space, the agent learns the effect
of the different combinations of the first-stage action (MIMO
ON/OFF) and second-stage action (Relative CIOs and Power
Levels).

An overview of the proposed scheme can be seen in Fig. 1.
We describe the scheme in algorithmic steps in Algorithm 1,
where s(t) is the observed state at time ¢, a s (t) is the MIMO
enabling action vector, ac(t) is the CIO values action vector
and ap(t) is the transmitted powers action vector. Moreover,
we demonstrate DDQN and TD3 schemes in Fig. 2, and
Fig. 3.

It is worth mentioning that turning ON the MIMO feature
for a certain eNB does not mean that SMux can be applied
for all users attached to this eNB. There is a scheduler
applied for each eNB, which is responsible for deciding
which users to apply SMux and which to use TxD. This
decision depends on the channel quality of each user. NS3
has SISO as the default running scheme. NS3 leaves absolute
liberty to the user to turn MIMO modes (SMux or TxD)
ON or OFF (i.e., The scheduler does not have a role in
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Algorithm 1 Proposed RL framework

1: Determine Reward Function.

2: Reset all values.

3: repeat

4 procedure STAGE ONE

5 Observe State (s(¢)).

6: Select MIMO feature decision (DDQN) (aps (¢)).
7 Create a new augmented state (Squg(t) = [s(t), ans(t)]).
8 end procedure

9 procedure STAGE TWO

10: Observe state (Squg(t)).

11: Select relative CIO and power level actions (TD3)
(lac(t),ap ()

12: Apply augmented action to the network agug =
fac (), ap(t), an (1),

13: end procedure

14: Calculate Reward.

15: Calculate the next state.

16: until Reward Function Converges

selecting the suitable MIMO mode). The main concern is that
turning SMux for users with low CQI will only make things
worse. TxD is more suitable here to enhance the channel of
less fortunate users. To solve this problem, we developed a
simple scheduler that applies SISO for all users when the
agent chooses m,, = 0. On the other hand, when the agent
chooses m,, = 1, the CQI of each attached user is tested.
The SMux is selected for users having ¢, > 7, and TxD
is selected otherwise. The CQI threshold is determined such
that TxD is applied for users that use QPSK and SMux for
users with higher MCS.

V. Performance Evaluation

A. Network Simulator

The proposed approach relies on the fact that the central
agents can interact and make changes to the cellular network.
This is because our RL agents have no prior knowledge
of the optimal policy and need to learn this policy from
experience. Consequently, using historical records of cellular
operators is not applicable in our case. To that end, we
need to utilize a realistic simulator that can mimic the
existing cellular network. Our proposed simulator builds
on the NS3 network simulator. NS3 is a discrete-event
simulator that contains a dedicated module to simulate the
LTE system. This LTE module is a realistic and a highly-
accurate simulator that emulates the entire LTE system. More
specifically, using the LTE module, we can simulate the
complete protocol stack of the eNodeBs and the UEs. We
have modified several NS3 built-in protocols to (i) allow
the agent to control the relative CIOs for neighboring cells,
(i) and to allow the designed scheduler mentioned in D
to select the appropriate MIMO mode of operation. The
connection between the NS3 simulator and the agent was
realized using the NS3gym interface. NS3gym framework
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TABLE 1. Simulation Parameters

Parameter ‘ ‘ Value
System Bandwidth (Br) 5 MHz
Basic eNB transmission power (Pr) 30 dBm
eNB antenna height 30 m
eNB antenna pattern Omni
UE antenna height 1.5 —-2m
Path loss model COST Hata
Penalty on uncovered users () € [0,2]
Penalty on applying MIMO (1) € [0, 5]
Blockage Threshold (p) 0.5 Mbps
Training steps (Steps) 50,000
Steps per episode (1) 250
Step time 0.2 seconds
Handover Hysteresis = 3 dB
Time to Trigger = 40 ms

allows for seamless integration of OpenAl Gym and NS3 to
enable RL techniques for networking optimization. NS3gym
interface is responsible for delivering the agents’ actions to
the environment and relaying back the states and rewards
calculated by NS3 simulation to the gent. Next, we describe
the details of the environments simulated using NS3.

B. Simulation Setup:

In this work, we simulate two scenarios °. The first one
is the simple scenario. We design this scenario to show the
gain that can be obtained by applying the proposed approach
to the LTE network. The second setup is the real scenario,
which a cellular operator should consider before adopting
any approach for practical network implementation.

We simulate the environment for both scenarios using the
aforementioned NS3 simulator (LENA module) [57]. We
implement the agent using Python. We realize the interface
between the agent and the environment using the NS3gym
interface [58]. This interface is responsible for applying
agent actions to the environment and feeding back the reward
and new environment state to the agent. After applying the
agent action, the environment is updated using the control
parameters sent by the agent action. The reward is calculated
using (23). We summarize our simulation parameters in
Table 1.

The used RL algorithms in this work (DDQN and TD?3)
are simulated using the stable implementation of Open
Al Baselines [59]. The simulation parameters of these
algorithms are listed in Table 2.

1) Simple Scenario
In this scenario, we consider a cellular network consisting of
3 eNBs, placed on the vertices of an equilateral triangle, and

>The Codes for
the Github
Self-Optimized- Agent-for- Load- Balancing-and-Energy-Efficiency

this  work are readily available at

repository: https://github.com/AamenElgharably/
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TABLE 2. Simulation parameters of different RL agents

DDQN Parameter H Value
Memory size 20000
Discount factor (\) 0.95
Exploration rate (€) 1.0
Exploration rate multiplier 0.9995
Minimum e (Final value) 0.01
Learning Rate 0.001
Batch Size 32
Hidden Layers (Np, n;, Activation) (2,(24,24),ReLLU)
Output Layer Activation Linear
Optimizer Adam
Loss Huber loss
TD3 Parameter H Value
Batch size (Bm,) 128
Soft update coefficient () 0.005
Policy delay (T,) 2
Exploration noise Normal (o = 0.1)
Hidden Layers (Np, n, Activation) (2,(64,64),ReL.U)
Discount factor () 0.99
Number of steps per episode 250

42 UEs. Each cell has 10 users centralized around the eNB.
On the edges between every two nodes, there are 4 edge
users. We set the inter-eNB distance to be 500 meters. UEs
have random mobility patterns in boxes around their starting
points with a constant velocity v,,. UEs are assumed to be
active all the time. UE traffic model is the Constant Bit Rate
(CBR) model at 1 Mbps. UE mobility model is "Random
Walk” (speed = 3 m/s).

2) Real Scenario

In this setup, we select an area of size 900mx 1800m from
the urban Fifth Settlement neighborhood in Egypt to perform
the simulation using a realistic placement of eNodeBs. The
resulting network represents a cluster of six eNBs, whose
locations are provided by the 4G network operator.

For more realistic users’ mobility in our environment, we
use Simulation of Urban Mobility (SUMO) [60], due to
its simplicity and efficiency in producing realistic mobility
patterns. In addition, SUMO can import accurately-emulated
environments from factual maps such as Open Street Map
(OSM). This imported environment considers the existing
road structure, number of lanes, traffic light rules, buildings,

-, etc. After extracting the map from OSM, we use
the SUMO simulator to introduce realistic mobility models
of the UEs. The mobile UEs in this scenario are either
vehicles or pedestrians. The pedestrians walk at a speed
range between 0-3 m/s. Whereas the vehicles’ mobility
characteristics, i.e., acceleration, deceleration, speed factor,
and speed deviation, are taken from [61] to emulate the
realistic behavior of the vehicles. We randomly distribute
those UEs on the available streets and pedestrian lanes at
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FIGURE 4. Effect of MIMO Energy Penalty ;. on Sum Throughput (Simple
Scenario)
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FIGURE 5. Effect of MIMO Energy Penalty ;. on Sum Throughput (Real
Scenario)

the beginning of the simulation. Afterward, each UE has
a random trip from a source to a destination street during
the simulation time. UEs are assumed to have a full buffer
traffic model, i.e., the users are always active. The unlimited
demand of the users allows reaching the congestion with a
lower number of UEs, which reduces the NS3 environment
simulation time, which is the bottleneck in our simulations.

C. Results

In this section, we present the simulation results of both
scenarios. In both setups, we test the effect of different
hyperparameters on the sum throughput of the network, the
percentage of uncovered users, and the amount of energy
consumed by the MIMO feature. In this work, we assess the
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performance of our proposed approach (i.e., the hybrid RL
agent) against five benchmarks as follows®:

1) SISO baseline (SISO BL): In this benchmark, the agent
has no control over any network feature. Le., the
MIMO feature is switched OFF, the CIO is set to zero
for all cells, and the power levels of all eNBs are set
to P,, = 30dBm.

2) MIMO baseline (MIMO BL): Similar to SISO BL,
CIOs are set to zeros, and power levels are set to
P,, = 30dBm. Different from SISO BL, the MIMO
feature is switched ON at all times.

3) RL with MIMO OFF: In this benchmark, we employ
an RL agent to optimize the CIOs and power levels
only as in [18]. We switch OFF the MIMO feature at
all times.

4) RL with MIMO ON: Similar to the previous benchmark
with switching the MIMO feature ON at all times.

5) RL with continuous action space (RL TD3): In this
approach, we utilize a TD3-based agent with a continu-
ous action space only. The state that the TD3 agent ob-
serves is the same as which the hybrid agent observes
in the first stage, i.e., s(¢) in equation (21). The TD3
agent jointly optimizes relative CIOs, power levels,
and MIMO actions over continuous action space in
one layer of optimization (in contrast to the proposed
hybrid approach, which uses two layers). Specifically,
the MIMO action, in this case, is a float in the range
[—1,1]. The MIMO action is then discretized into two
levels {0,1} based on a threshold of 0. This dictates
whether to activate or deactivate the MIMO feature for
each eNB.

In Fig. 4, and Fig. 5, we plot the network sum throughput
(in Mbps) versus the number of episodes of the training
phase for the simple scenario and the real scenario, respec-
tively. We compare the performance of the hybrid RL agent,
RL agent that controls CIOs and power levels only with fixed
MIMO feature (RL with MIMO ON/OFF agents), and the
Baseline (BL) setting. By RL agent, we mean our proposed
hybrid approach in this paper. We evaluate the hybrid RL
agent for different values of the hyper-parameter p, which
scales the MIMO energy penalty. In all figures, we observe
that the sum throughput increases during the training phase
until it converges. We notice that as p increases, the agent’s
tendency to turn MIMO ON decreases (since it negatively
affects the reward function). Therefore, the sum throughput
for smaller p values is higher. However, reducing p implies

6 Although there are other approaches to deal with hybrid action spaces,
they are incompatible with our problem. For example: Discretization of
the power/CIO would incur quantization errors and the action space would
grow exponentially as the number of cells increases. Representing the
discrete actions as one-hot vector encoding would face the same scalability
issues. Finally, dealing with each action category via independent agent is
suboptimal as the power/CIO decisions are linked to the MIMO feature

activity as shown in Fig. 6.
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increasing the consumed energy due to turning the MIMO
feature ON.

Next, we focus on investigating the significance of the
layered agent design. To that end, we compare three different
settings: Hybrid RL agent, TD3 agent, and baseline (SISO
BL). By the TD3 agent, we refer to the RL with continuous
action space (RL TD3) agent, which takes all continuous
actions only and then discretizes the MIMO action by
comparing to a threshold of 0. It is described in Algorithm 2,
where ayy, (n,t) is the continuous MIMO action of the nt"
eNB in the range [—1, 1] at time ¢, ays, (¢) is the continuous
MIMO action vector at time ¢, and ap(n,t) is the discrete
(binary) MIMO action of the n* eNB at time ¢.

In Fig. 6, we plot the network sum throughput (in Mbps)
versus the number of episodes of the training phase for
both the hybrid agent and the TD3-based agent in a real
scenario. Fig 6 shows that the performance of the TD3-
based agent (RL with continuous action space) is always
lower than the proposed hybrid framework. At © = 0
throughput was about 7% lower than its hybrid counterpart.
With increasing the MIMO penalty, the gap in throughput
increases. Furthermore, when a penalty is applied to using
MIMO, It is clear that hybrid agent training is more stable
than the TD3 agent. This is evident from the erratic per-
formance dip at the initial training episodes for the TD3
agent. That is due to the fact that, in the hybrid approach,
the MIMO configuration is known before optimizing the CIO
and Power actions. This, in turn, implies that the second layer
of the hybrid scheme has the ability to take more informed
actions. This is in contrast to the RL TD3 agent, which
is agnostic to the actual MIMO decision while optimizing
the CIO and power levels. Moreover, when using a TD3-
based agent only, the penalty p effect will be reflected in
training, which leads to more unstable learning. In addition,
the size of the action space for the TD3 agent is larger than
its counterpart of the second layer of our proposed hybrid
approach, which naturally leads to elongating the random
exploration behavior at the beginning of the training, which
may cause unexpected performance dips especially if the
DNN weights are randomly initialized.

Algorithm 2 TD3 Agent

1: Determine Reward Function.

2: Reset all values

3: repeat
4: Observe State (s(t))
5: Select relative CIO and power level action and MIMO

action([ac:(t), ap (B)], an, (1))
Discretize MIMO action
ar(n,t) =1if apr, (n,t) >0
apr(n,t) =0if apr, (n,t) <O
Apply action to the network ([ac(t),ap(t)], an(t))
10: Calculate Reward

o 3D

11: Calculate the next state
12: until Reward Function Converges
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We also observe that for all values of p, the sum
throughput is higher than the BL setting with MIMO OFF.
In addition, the RL agent controlling the MIMO feature
outperforms the RL agent with MIMO turned OFF by default
(SISO). It also approaches a close performance to the RL
agent that has MIMO turned ON by default (but with
less consumed energy, as we can see later). Furthermore,
we can see in Fig. 4 and Fig. 5 that turning ON MIMO
with no other control on any network feature (BL) gives
a higher sum throughput than turning MIMO OFF (with
and without control over other features). Interestingly, our
proposed scheme with small values of p outperforms BL
with MIMO ON besides consuming less MIMO energy.

It is worth mentioning that at ;4 = 5, the sum throughput
curve increases at first and decreases afterward. This behav-
ior is because the first portion of the learning phase is mainly
for action space exploration. L.e., the agent applies random
actions to examine their effect on the environment. Turning
MIMO ON in this case (4 = 5) would potentially increase
the sum throughput at the cost of increasing the penalty,
which is scaled by 5. Thus, the combined reward decreases,
and eventually, the agent learns that turning MIMO OFF
is more beneficial (in this case) to maximizing the adopted
reward (penalized sum throughput). Since we plot only part
of the reward (sum throughput), the behavior shown in the
curve is logical.

TABLE 3. Effect of MIMO Energy Penalty ;. on Ratio of Time MIMO is Turned
ON

’ o H Simple Scenario H Real Scenario
0 97% 70%
0.5 73% 66%

32% 43%
3% 1%

Table. 3 illustrates the percentage of time the MIMO is
turned ON for different values of ;4 after convergence. Please
note that these percentages are considered a measure of the
percentage of consumed energy compared to turning MIMO
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FIGURE 8. Effect of Uncovered Users Penalty (1) on Sum Throughput
(Simple Scenario)

ON as a default setting. The presented values of p include
two extreme cases (u = 0) and (¢ = 5). When p = 0, the
agent has no energy penalty. In this case, the sum throughput
is close to the MIMO ON curve. The MIMO feature is turned
ON 97% of time for the simple scenario and 70% for the real
scenario. When p = 5, the sum throughput approaches the
SISO curve. The MIMO feature is turned ON 3% and 1%
of time for the simple and the real scenarios, respectively.

To study the effect of the uncovered users’ penalty, we
vary the hyper-parameter that scales it (n) and plot the
percentage of covered users in the network and the sum
throughput in Fig. 7 and Fig. 8 for the simple scenario. We
obtain the same results for the real scenario in Fig. 9 and
Fig. 10. We notice here that there is a trade-off between the
sum throughput and the percentage of covered users. As (1)
increases, the percentage of covered users increases while
the sum throughput decreases. This is because achieving a
higher sum throughput might lead to blocking users with low
CQIs to other cells. More specifically, since low CQIs users
consume cell resources and do not contribute much to the
sum throughput, the agent may opt to block them and give
more resources to users with high CQIs (which will benefit
the sum throughput of the network).

For a more elaborate understanding of this work, we plot
the reward function that the RL agent tries to maximize
(which we call the penalized sum throughput) in Fig. 11
for the real scenario with © = 2 and n = 2. We compare
the penalized throughput reward with the RL agent and BL
setting. We observe that the reward function of the proposed
RL algorithm is the highest, which is the main target of this
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work. Nevertheless, we see that, although the sum throughput
of the BL with MIMO ON is naturally higher than that
with MIMO OFF as seen in Fig. 5, the reward follows
a contradictory behavior. This reward behavior is because
the MIMO penalty, which is subtracted, affects the overall
reward in case MIMO is turned ON by default, while it is
zero in case MIMO is turned OFF.

After training, we tested the fully trained model for one
episode (250 steps) to evaluate its performance. In Fig. C,
we show the network sum throughput versus the number of
steps for n = 2 and p = 0,2 and 5, respectively.

As expected, for smaller p’s, the agent tends to achieve
higher throughput by having MIMO ON with less regard
to the consumed energy. On the other hand, as p increases,
the agent starts to turn MIMO OFF for energy conservation
to maximize the overall reward; this generally results in a
decrease in the achieved network throughput. Nevertheless,
in the three cases reported in Fig. Fig. C, we observe that the
average sum throughput achieved by the RL agent is higher
than the BL model (with MIMO ON or OFF); however, the
throughput gain achieved is affected by the value of u as
expected.

From another perspective, we conducted additional ex-
periments to assess how well the model performs under
varying environmental conditions, such as changes in the
number of users. In Fig. 13, we compare the performance
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FIGURE 11. Penalized Sum Throughput

of our hybrid agent, trained with 40 users, when tested in
a setting with 40 users against its performance when tested
with 50 users. The MIMO Energy penalty (i) is set to O,
and the uncovered users’ penalty (n) is set to 2. Fig. 13
shows that the overall sum throughput increases with the
higher user count. Notably, our agent consistently achieves
higher throughput compared to the baseline scenario despite
environmental changes. Additionally, Fig. 14 illustrates the
penalized throughput, or reward, for the same scenario.

It is important to note that each step represents 0.2 sec-
onds, meaning that even with significant environmental shifts
requiring the agent to explore new actions, convergence may
occur within approximately 5000 steps, equivalent to about
16 minutes—a relatively short duration in the context of
cellular networks.

Moreover, we are exploring the potential of incorporating
online learning into our future research. This approach would
allow the agent to continue learning beyond the initial offline
training phase, enhancing confidence in its decision-making
over time. However, considerations regarding memory and
computational resources must be carefully addressed.

VI. Conclusion

In this paper, we propose a novel layered RL agent to
attain the aim of having a self-optimizing mobile network.
The agent aims to strike a balance between maximizing the
network throughput, minimizing energy consumption, and
enhancing the network coverage. Our proposed framework
is general enough to allow mobile operators to select their
preferred network optimization cost. Moreover, the layered
architecture of our novel RL agent addresses the fact that
some of our control parameters are discrete, and others are
continuous. The proposed architecture provides an efficient,
yet effective means of addressing the hybrid nature of
our action space. We tested our proposed RL agent over
two scenarios; a simple (proof of concept) scenario and a
realistic network scenario that matches the configuration of
one of the biggest mobile operators in Egypt in the Fifth
Settlement neighborhood in Cairo. Our results show some
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energy consumption as we will not be forced to switch ON
or switch OFF all antennas of the base stations completely.
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