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Abstract— Diversity techniques are an effective answer to the direct source-destination link. Several techniques have been
challenges presented by fading channels. This paper focuses onproposed for the relays to forward the sources signals. Of

studying the performance of systems with diversity of three j,q1tance are the ideas of cooperation through “decode-and-
forms: source coding diversity, channel coding diversity, and f q l d-f a5 d the imol tati
user-cooperation diversity. To best reflect a focus on real-time orward”, “amplify-and-forward” [5], an € implementation

multimedia communications, performance is measured through Of user-cooperation when using distributed space-time coding
the distortion exponent, which measures the rate of decay of the in [6]. Considering the combination of source coding and
end-to-end distortion at high SNRs. User-cooperation diversity yser cooperation, [7] studied the performance in terms of
takes the form of a relay channel implemented with amplify-and- -~ gistortion exponent of a single description source encoder

forward processing at the relay. The results show that channel . . . . -
coding diversity provides the best performance, followed by transmitted with and without amplify-and-forward cooperation

source coding diversity. The results also show a tradeoff between OVer a single-relay channel.
the quality (resolution) of the source encoder and the amount of ~ From an end-to-end communication point of view, it is
cooperation (number of relay nodes). important to research the combination of diversity from the
relay channel with diversity generated at higher layers of
the communication stack. In this paper we approach this

The use of diversity constitutes one of the most effeCti\@'obIem by studying the asymptotic performance of several
approaches in overcoming fading channels. This is achieveddiyersity achieving schemes that communicate source and
combining at the receiver multiple, ideally independent, fadeghannel coded traffic over relay channels. To study these
copies of the signal. Since diverse copies of a signal can §shemes, we compare their asymptotic performance by de-
created at different layers of the communication stack, divaiving expressions for the distortion exponents. To configure
sity can be originated at different layers. As is the case studig different schemes under study, three types of diversity are
in [1], diversity can be formed by providing multiple channelgonsidered: source coding diversity, channel coding diversity,
to the application layer, where they are exploited througind user-cooperation diversity, implemented through amplify-
multiple description source encoders.Nhultiple Description and-forward user cooperation. The analysis presented in this
Codingdifferent descriptions of the source are generated wighper can be easily extended to the decode-and-forward pro-
the property that they can each be individually decoded or.técol, thus, it is omitted for brevity.
possible, be jointly decoded to obtain a reconstruction of the
source with lower distortion [2], [3]. Il. SYSTEM MODEL

Frequently, the implementation of diversity techniques, such
as spatial diversity, is limited by the size of mobile terminals. We will consider systems that communicate a source signal
Cooperative diversity provides an answer to this problem lmwer a wireless relay. We will assume that communication
taking advantage of the broadcast nature of multiple-user raiioperformed over a complex, additive white Gaussian noise
networks, where there are few constraints to users overhearfAg/GN) fading channel. Denoting b¥the maximum average
each other radiated signals. In cooperation diversity multipteutual information between the channel input and output, for
users collaborate by creating diverse signal paths to relde channel under consideratién= log(1+|h|2SN R), where
information for each other. Following the work in [4], theh is the fading value [8]. The probability of the channel not
communication channels in this paradigm have received theing able to support a rafe is called theoutage probability
generic name ofelay channel and is given byP, = Pr[I < R]. For the channel under

Our work in this paper will be focused on considering aonsideration it will be convenient to work with the random
relay channel where the information path between source d@ndctione’ (instead ofl), which has a cumulative distribution
destination contains one or more relaying nodes as well asuaction (cdf) F,: that can be approximated at high SNR as

I. INTRODUCTION
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F (t)~c <SNR> . (1) Source @ Destination
Both ¢ and p are model-dependant parameters. For example, Po—
for the case of Rayleigh fading we haye= 1 andc¢ depends X,
on the channel variance.
We consider a multimedia communication system consisting N,
of a source, a source encoder and a channel encoder. The (b)

source sample_s are fed into the source encoder for quantizatigny. No diversity (direct transmission) system (a) system model (b) time
and compression. The output of the source encoder are fehe structure.

into a channel encoder which outputs channel inputs. For the receiver, or combined to achieve a reconstruction of the

i 2
ﬁ igurﬁe san&plgj ﬁnN chapneL inputs, we denote Y= <5 e with a lower distortion),, when both descriptions are

/K, the anawi th expansion factor or processing gain. VY ceived correctly. This fact is reflected in the corresponding
assume thak( is large enough to average over the statistics D function. LetR, and R, be the source encoding rates of
the source buiV is not sufficiently large to average over thedescriptions 1 and 2, respectively, aft,y — Ry + Ry. Al
statistics of thg channel, i.e., we assume .bIOCk fadin_g wireless, schemes we will consider in this work present channels
channel. In this paper we are specifically mteres_ted n Sy‘?‘teWﬁh the same statistics for each description. Therefore, it will
where the source signal average end-to-end distortion is mg reasonable to assunfe, = Rs — R,.q/2. Under this

= = Rpa/2.

figure of merit. Thus, performance wiIIAbe measuredAin tem?::i)ndition, it was shown in [1] that the following bounds can
of the expected distortio’[D] = E[d(s, )], whered(s,8) = po qarived

(1/K) Zszld(Sk,§k) is the average distortion between a
sequence of X samples and its corresponding reconstruction  (4Dy D)~ Y28 < efma < (2Dy D, )~ ), (4)

§ and d(sg, §) is the distortion between a single sample ]

and its reconstructiors,. We will assumed(sy, §) to be where the lower bound requird, — 0 and the upper bound
the mean-squared distortion measure. Following the fadifgfuires alsaby — 0.

channels assumption, we will be interested in studying the!n the case of the high distortion scenar®, + Dy — Dy >
system behavior at large channel signal-to-noise ratios (SNRsfhe R-D function equals

where system performances can be compared in terms of the 1 1
rate of decay of the end-to-end distortion. This figure of merit Rma = 23 log (jo) ®)
called thedistortion exponent[1], is defined as
I1l. RELAY CHANNELS
A log E[D] . . . .
AS-— lim log SNR (2 In this section, we study the distortion exponents of a

Let the i h b | E relay channel when using the amplify-and-forward cooperation
et the input to the system be a memoryless source. tocol. We consider the single anmtf relays repetition

samplefls first fed |nt(()j a so_urcle gncoo_ler_. we will an;'delr M®annel coding diversity, the 2 relays channel coding diversity,
gypes_o _Source enco e:jssmg € hescrlptlor(SD) ag ual and source coding diversity. We consider the channel coding
escriptionsource encoder, I.e. the source encoder generalga, riry for the case of having two relays for fair comparison

either one or two coded descriptions of the source. with the source coding diversity since the R-D is known only
The performance of source encoders can be measu & 4ual description source coding

through its achievable rate-distortion (R-D) function, which

distortion. The R-D function for SD source encoders is fr%'ve
quently considered to be of the forf = (1/c2)log(ci/D),
where R, the source encoding rate, is measured in nats
channel use. This form of R-D function is a good approxi-

r the source-destination channel without the help of any
relay node. The system is shown in Fig. 1. In this case, the
Stortion exponent is given by [1] as

mation in the high-resolution limit [9]. In this case, the R-D A _ 2pB, ©6)
function can be approximated without loss of generality, as NO-DIV p+28,."
(3], . ) wheres,. = N,./K and N,. is the number of channel uses for
_ = the source block (refer to Fig. 1).
R 2ﬁlog(D). @)

For multiple description (MD) source encoders, the R-B- Single Relay

region is only known for the dual description source encodersConsider a system comprising of a source, a relay, and a
[3]. In dual description encoders, source samples are encodedtination as shown in Fig. 2. Transmission of a message is
into two descriptions. Each description can either be decodadne in two phases. In phase 1, the source sends its informa-
independently of the other, when the other is unusable tain to the relay node and the destination. The received signals



at the relay and destination nodes are given, respectively, By, is the scaled harmonic mean of the source-relay and

B JP relay-destination channels signal-to-noise ratid® calculate
Ysr = Mo,y VL sy (7) the distortion exponent leZ; = |hs,,[*SNR and Z =
Ys,d = hs,d\/ﬁxs + N d; |hy, a|*SNR. Assuming symmetry between the source-relay

where h; ., is the channel gain between the source and tﬁé‘d relay-destination channels, we have

relay nodep; 4 is the channel gain between the source and the P t P
destination P is the source transmit power whel||z, [|2] = n~c| 5NE
1, nsr, (ns.q) is the noise at the relay (destination) node N (13)
modeled as zero mean circularly symmetric complex Gaussian Fz,t)=c| oon ] »
. . . ; ) : SNR
noise with varianceN,/2 per dimension, andcs is the
transmitted source symbol. where Iz, (.) and Fz,(.) are the cdf ofZ; and Z», respec-

In phase 2, the relay normalizes the received signal g’ygly. The scaled harmonic mean of two nonnegative random
the factora; < P [5] and retransmits to the variables can be upper and lower bounded as

Plhs,r P+ No
destination. The received signal at the destination in phase 2 ZyZy
Z+ 22

is given by
While the lower bound is achieved if and only &, = Z5,
(8) Z, =0, or Z, =0, the upper bound is achieved if and only
= Dy a0 hs VP2 + By a0 g, + 0y, if Z, =0 or Z, = 0. From (14) we have
wheren,, 4 is the noise at the destination node and is modeltid
as zero mean circularly symmetric complex Gaussian n0|se

1
5 min(Zl, Zg) S S min(Zl, ZQ) (14)

Yd = h7‘17da1y7'1 + Ny d

n(Z1,Zs) < t] <Pr[Wy < t] < Prmin(Z;, Zs) < 2t].

with variance Ny /2 per dimension. The mutual information (15)
. . 3 ) L Then we have
is maximized whena; = PN € satisfying 5
8,71 3 I .
the power constraint with equality. We also assume that thePr (min(Zy, Z2) <1] = 2F7,(t) - (Fz (1)) )
destination applies a Maximum Ratio Combiner (MRC) to ~9 t N ot N\
detect the transmitted signal from those received in each phase. - SNR SNR
The mutual information of this system is given by [5] t \?
“ (SNR) ’
I(xsayd) = log 1+ |hs,d|QSNR+ (16)
(9) wherec; = 2c. Similarly, we have
n |hsr PSNR|hy, a|>SNR Lo\P
|hs,r1|QSNR+ |hr1,d|25NR+1 PI‘ [min(Zl,Zg) < 2t] ~ Co (m) 5 (17)

whereSNR = P/Ny. At high SNR, we have wherec, = 2P*+1c. From (16) and (17) we get

t P t p
(s, ——= = Soo (==
(2 30) o (sym) SAn05e(gg) - 09

her |2SNR|hy, 42SNR
~1 1 hs QSNR | S,T1 71,
og ( + |hs,dl + |hsr [PSNR + [hyy al?)SNR

where Fyy, (t) is the cdf of the random variablé’,. The cdf
of W = W; + W, can be easily seen to be upper and lower
bounded as

NER T U

10 . .
(10) wherecs andey are constants. The minimum expected distor-
The distortion exponent of this system is given by the followion can now be computed as

2 2
o <|hsdeSNR+ i [PSNRIh,, a>SNR )

|hsr |2SNR + |hy, a|?SNR

ing theorem.
Theorem 1:The distortion exponent of the single reIayE
amplify-and-forward scheme is A min { Pr[W < exp(R(D))] 4+ Pr[W > exp(R(D))] - D}
2p0; —
Arcotp-anp = 3 Lo (12) = min { Fiv (exp(R(D))) + [1 ~ Fw (exp(R(D))] - D}.

Proof: Let W, = |h, dPSN R and W, = (20)
|hs,r |°SNR|hy, a|>’SNR . .. .
o PSNREHh. sPSNE- 1he outage probability can beNote that (20) implicitly assumes that in the case of an outage

calculated as the missing source data is concealed by replacing the missing

Poutage = Pr[log(1 + Wy + W2) < R(D)] (12) 1The scahg{g factor is 1/2 since the harmonic mean of two numb¥éss,
~ Pr W, + W, < exp(R(D))]. and Xz, is L2452




source samples with their expected value (equal to zero). Since V
we assume unit variance source, the source distortion under / \
outage event equals 1. Using the bounds in (19), the minimum V V

expected distortion can be asymptotically upper and lower

Source (a Destination

bounded as Source transmits ‘ Relay re-transmits ‘
—r X5 Xy
D7 ‘ N, ‘ N ‘
1 R < < f ’ 1 ' 1
len{c:g SNR2 +D} ~ EIDI 5 )
(21) Fig. 2. Single relay system (a) system model (b) time frame structure.
—-pP
min { ¢ Do + relay nodes increases the diversity of the system at the expense
SNR? ’ of using lower rate source encoder (higher distortion under no

. outage). To get the optimal number of relayd,,:, which
where 5, = N;/K and N; is the number of source nodemaximizes the distortion exponent, note that the distortion
channel uses (refer to Fig. 2). Differentiating the lower bour@(ponent in (27) can be easily shown to be concave in the
and setting equal to zero we get the optimal distortion  hymper of relays. Differentiating and setting equal to zero,

% _aglp we get
D = <@"> T SNRA (22) X
Cc3p 0 267’
——Asp-MR— =0 — My = —1p
Substituting in (21), we get N " SH-MR-AMP — Mopt { » }
20 2ol (28)
CrLgSNR #i+r S E[D]| 5 CupSNR Prir, (23) where{z}* equals 0 ifz is negative and equals otherwise.

where Cy,z and Cy are constant terms that do not depenli opt IN (28) is an integer number then it is the optimal
on SNR. Hence, the distortion exponent is given as number of relays. 1fM,,, in (28) is not an integer, substitute
in (27) with the largest integer that is less tha#,,; and

ARC AR AMP = 26,p . (24) the smallest integer that is greater thify,, and choose the
Br+p one that yields the higher distortion exponent as the optimum
For fair Comparison we should ha\]@r — QN;_ from which numb?r of relay nodes. From the result in (28) |t is clear that,
we haveg. = 13,. Substituting in (24) we get for a flxed O, the numb(_ar of _relays decreasespaisicreases.
For higher channel quality (highe) the system performance
ARC—_1R—AMP = 26:p ) (25) s limited by the distortion introduced by the source encoder
Br+2p in the absence of outage. Then, @aincreases, the optimum
Asymptotically comparing the distortion exponents for thaumber of relays decreases to allow for the use of a better
case of no diversity and a single relay we have source encoder with lower source encoding distortion. In this
. ARC-1R-_AMP scenario, the system is said to be a quality limited system
lim —=———— =2, because the dominant phenomena in the end-to-end distortion
B, /p—o0  ANo-DIV : ) - e
. Arcoinanp 1 (26) is source enpodmg dlstor_tlon and not_ outage. Similarlyzas
lim ———— = —. increases (higher bandwidth), for a fixgdthe performance
Br/v=0  ANO-DIV 2 will be limited by the outage event rather than the source

Note that as3,. /p increases (bandwidth increases) the systeemcoding distortion. Ag3, increases, the optimum number of
becomes outage limited because the performance is limitedays increases to achieve better outage performance. In this
by the outage event. In this case, the single relay amplifyase, the system is said to be an outage limited system.
and-forward system will achieve a higher distortion exponent . ) ) )
since it achieves diversity. Conversely, @s/p tends to zero B: Channel Coding Diversity wit Relays
(higher channel quality) the performance is not limited by We consider a system consisting of a source, two relays
the outage event, but is limited by the source encoder qualitpd a destination as shown in Fig. 3. The source transmits
performance. A similar observation was made in [1] in comwo channel-coded blocks,, andz,, to the destination and
paring the performance for parallel channels of selection atite relay nodes. The first relay will only forward the block
multiplexed channel diversities. and the second relay will only forward,, as shown in Fig.

The analysis can be easily extended to the caséWfof 3. First, the mutual information for our system can be easily
amplify-and-forward relay nodes usimgpetitioncoding. The shown to be given by
distortion exponent in this case is given by

2 2
[~ log <h37d|2SNR+ s,y 2SN RIAy, 4] >SN R )

2(M + 1)pBr |hs.m |2SNR + |hyy a|2SNR

26, + (M +1)%p ) \hg.ry 2SN RIhyy g 2SN R
The distortion exponent shows a tradeoff between the diversity +log (|hs,d| SNR+ |hs s |PSNR + |hyy d|25NR) '
and the source encoder performance. Increasing the number of ’ 7 (29)

(27)

ARC—MR—AMP =




The distortion exponent of this system is given by the follow- Relay 1

ing theorem. / V\
Theorem 2:The distortion exponent of the 2 relays channel
coding diversity amplify-and-forward protocol is . \ ey 2/'
ource ela Destination

3pSr
ARc-2R-CH-AMP = 3 ]i-ﬁﬂ (30)
Proof: Due to space limitations we WI|| give a sketch of the (a)

proof. To compute the distortion exponent we start with the

analysis of a suboptimal system at the destination node. This
suboptimal system will give a lower bound on the distortion b N s N s N, N, "]
exponent. In the suboptimal system, the detector (suboptimal (b)
detector) selects the paths with the highest SNR (the optlmal
detector is the one that applies MRC on the received S|gnals)
For example, forz,,, it either selects the source-destinatioterentiating the lower bound and setting equal to zero we
link or the source-relay-destination link based on which ong,; the optimizing distortion as

has higher SNR. The distortion exponent of the suboptlmal _ag?

Source transmits
Xy,

Source transmits

Xy

Relay / re-transmits

Relay 2 re-transmits
x

Xy

g. 3. Two relays system (a) system model (b) time frame structure.

system can be proved to b sypopTivarL = . For . 43! TBT + 5 126 34
the optimal detector (the one using an MRC detector) the D* = (ngL) SNRAee. (34)
distortion exponent satisfies substituting we get
3ﬁrp —128p
ARc—2r—CH—AMP > ASUBOPTIMAL = . (31) E[D] 2 CLoSNR#7+5r | (35)

ﬂ’f‘+3

Next, we find an upper bound on the distortion exponent for
the optimal system. In this case, the mutual information i
(29) can be upper and lower bounded as Anc o cHArp < 1267p _ _306rp . (36)
T A8 +3p Br+3p
log(1 + 2W1 + W2 + W) Finally, from (31) and (36) we get
<log(1+ Wi+ Ws)+log(l+ Wi+ Ws) <
ARC—_2R-CH-AMP =

1 1
210g(1—|—W1 +§W2+ §W3), By + 3p
C. Source Coding Diversity with Relays

rom which we can upper bound the distortion exponent of
e optimal system as

u (37)

2 |hs,r |°SNR|R,, a|>SNR _ ) ) )

where W1 = |hs,a|"SNR, W2 = [hs,r PSNR+[hry a?’SNR’ We continue analyzing a system as in Fig. 3 but now we
Rs,ry|2SNR|hry a|°SNR

andW; = 2| SN Rihry al”

= (oSN JEsNE ATe nonnegative numbers.assume that each of the two blocks sent from the source,

The upper baund follows from the concavity of theg- s, andzs,, represents one description generated from a dual
function. Therefore, the outage probab”@ of the 0pt|ma| descriptions source encoder. The first relay will only forward

system can be upper and lower bounded as the bIOCkxsl and the second I’elay will Only forwar;d82 as
. ) shown in Fig. 3. The distortion exponent of this system is
Pr[2log(14+ Wy + =Wa + -W3) < R| < P, < given by the following theorem.
2 2 (32)  Theorem 3:The distortion exponent of the 2 relays source
Prllog(1 +2W; + W2 + W3) < R]. coding diversity amplify-and-forward protocol is
From (32) we can easily show that 2pBr  3ppr
(32) y ARC—2R-SRC—-AMP = max 7 ]fﬁ 4p2fﬂ l (38)
exp (3;;12) exp(3pR) (33) Proof: Due to space limitations we will give a sketch of the
Co——5- <SPS Cv—cots proof. The minimum expected end-to-end distortion can be
SN R3p SN R3p
shown to be upper and lower bounded as
whereC, andCy are two constants that do not depend on the 3p.
SNR. Using (33), the minimum expected end-to-end distortion  g(pj > 5y, ! ( 1 )454"
for the optimal system can be lower bounded as ~ Do,D1 SNR3? \ 4Dy D,
3pR Cs2 1 207
exp( 5 ) exp(3pR) + SN L2 <4D ) ) D1+ Dy
> mi N 7 _ R S I 041
E[D] %mDm{CL SN + (1 Cy SN ) D ) : 5 (39)
—3p E D ,S i s1
.o 2,5 iy, 575 a0
SNEw U

Cs 1 =7
+ 2( ) Dy + Dy,

SNR2P 2D()D1



wherecs; andc,, are two constants. Note that fpr> 23/
the minimum expected distortion increasesias decreases.

Hence, the optimal choice db; approaches a constant that

is bounded away from zero [1]. FaP; > 1/2 the source

coding rate is given by (5) and not (4). The optimal system
in this case degenerates to the single relay system. Thus,

distortion exponent is given by

2p03, 1 1"
_— > B, =28.. (40
P > 6 =28 (40

For p < 23/, we can find the optimal value obD; by

ARC—2R—SRC—AMP =

differentiating the lower bound in (39) and setting equal to

zero. Substituting the optimal value &f; in the lower bound
in (39), we can get

__3p By 1
E[D] Z minC.D, ™ SNR™ %% £ Dy, p< 5 (41)

p=1 (Rayleigh fading channel)

—©— No diversity
—%— Single relay
—&— Two relays

I| —#— Channel coding diversity|
—#A— Source coding diversity

2.7

21
1.8r
15

the

1.2

Distortion Exponent

0.9

20

10

0 30
B, (d8)

Fig. 4. Distortion exponents for amplify-and-forward (decode-and-forward)
protocol over relay channel.

their possible combinations. The presented study focused on
analyzing, for the relay channel, the achievable performance

where, for fair comparison, we fix the total number of channgm'ts’ which was measured in terms of the distortion expo-

uses and ges!
on Dy and the SNR. Differentiating and setting equal to ze
we can get the expression for the optimizibg as

D = C'.SNR™wih ! 42
0— : v, P< 26’!" ( )

Hence, from (42) we have

p<%m.
(43)

ChpSNRTHH S EID| 5 ChppSNR™#,

iﬂ,«. C is a constant that does not depenH . X :
Ilaetter performance, followed by source coding diversity. For

ent. Our results show that channel coding diversity provides

the multi-node amplify-and-forward protocol, based on repeti-
tion coding, we showed that as the bandwidth expansion factor
increases, the distortion exponent is improved by increasing
the number of relays because user cooperation diversity is the
main limiting factor. In these cases, the system is said to be
an outage limited system. Therefore, in this case it is better
to cooperate with more relays which results in minimizing
the outage probability and, consequently, minimizing the end-

From (40) and (43) we conclude that the distortion exponegj.end distortion. At low bandwidth, it is better to use direct
for the source diversity system is given by (38) where theansmission instead of cooperating with relay nodes, because

second term in (38) is the maximum for the case %/BT.I

Fig. 4 compares the distortion exponent for the various

systems as a function of, for the relay channel. From

it allows the use of higher resolution source encoder.
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